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ABSTRACT
In real-world recommender systems, such as in the music domain,
repeat consumption is a common phenomenon where users fre-
quently listen to a small set of preferred songs or artists repeatedly.
The key point of modeling repeat consumption is capturing the
temporal patterns between a user’s repeated consumption of the
items. Existing studies often rely on heuristic assumptions, such
as assuming an exponential distribution for the temporal gaps.
However, due to the high complexity of real-world recommender
systems, these pre-defined distributions may fail to capture the in-
tricate dynamic user consumption patterns, leading to sub-optimal
performance. Drawing inspiration from the flexibility of neural
ordinary differential equations (ODE) in capturing the dynamics
of complex systems, we propose ReCODE, a novel model-agnostic
framework that utilizes neural ODE to model repeat consumption.
ReCODE comprises two essential components: a user’s static pref-
erence prediction module and the modeling of user dynamic repeat
intention. By considering both immediate choices and historical
consumption patterns, ReCODE offers comprehensive modeling of
user preferences in the target context. Moreover, ReCODE seam-
lessly integrates with various existing recommendation models,
including collaborative-based and sequential-based models, mak-
ing it easily applicable in different scenarios. Experimental results
on two real-world datasets consistently demonstrate that ReCODE
significantly improves the performance of base models and outper-
forms other baseline methods.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Nowadays, recommender systems have become integral to online
service platforms, helping users to cope with information over-
load [23, 33, 34]. Though traditional recommender systems focus
on suggesting novel items that users have not yet consumed, repeat
consumption has emerged as a prevalent phenomenon in various
domains [1, 3, 4, 22, 28]. For instance, in music recommendation,
users often find pleasure in listening to the same songs at differ-
ent times and in different contexts [3, 8, 21, 25]. It is crucial for
recommender systems to consider the repeatedly consumed items.

The key to modeling repeat consumption lies in capturing the
pattern of time gaps between a user’s consumption of the same
items [1, 3]. Some approaches, such as ReCANet [2] and Novel-
Net [19], directly concatenate the temporal gaps with user-item
embeddings as input features. On the other hand, other studies often
rely on assumptions about the temporal dynamics of repeat con-
sumption, such as empirically assuming an exponential drop-off in
the time gap between re-consumptions [1, 10, 21]. To explicitly cap-
ture the diverse temporal dynamics of repeat consumption, Wang
et al. [30] further introduce a mixture distribution approach SLRC,
which models short-term effects using an exponential distribution
and life-time effects using a Gaussian distribution.

These approaches, although have been commonly adopted and
shown their effectiveness, still do not adequately capture the com-
plex and diverse temporal dynamics observed in real-world recom-
mendation scenarios. As illustrated in Figure 1, it is evident that
different users exhibit different patterns for the same item, and
even the same user can have widely different patterns for different
items. Moreover, this empirical analysis shows that it is difficult to
well capture the complex temporal dynamics using a single specific
distribution, such as the exponential distribution. As a result, the
heuristic assumptions made by existing studies [1, 10, 21, 30] do not
hold in real-world recommender systems. This limitation hampers
the ability to capture fine-grained dynamic properties.

Inspired by the success of neural ordinary differential equations
(ODE) [6, 7], this paper proposes to capture the temporal dynam-
ics of repeat consumption patterns in recommendation with ODE,
called ReCODE. Compared with existing methods, ReCODE mod-
els the consumption patterns with learnable neural networks, with-
out relying on any predefined distributions. In this way, it effectively
addresses the aforementioned limitation from the heuristic assump-
tion on the distributions. Specifically, ReCODE is designed as a
model-agnostic framework and can be implemented based on any
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Figure 1: Repeat consumption time gap distributions of dif-
ferent user-item pairs on MMTD dataset.

existing recommendation models (i.e., the collaborative-based or
sequential-based models) as its backbone. It consists of two mod-
ules: a static recommendation module that captures the basic user
preferences for different items, and a dynamic repeat-aware module
that models the temporal patterns of repeat consumption for each
user-item pair. By considering both the user’s static preference
and dynamic repeat intention, ReCODE provides a comprehensive
modeling approach for user dynamic preferences.

The main contributions of this paper are summarized as follows:
• We propose a novel approach called ReCODE for modeling

repeat consumption in recommendation. ReCODE can effectively
capture the temporal dynamics of user consumption of items with-
out relying on any distribution assumption.

•We implement ReCODE in amodel-agnosticmanner, which can
be easily plugged into various recommendation models, including
collaborative-based and sequential-based models.

• Experimental results and empirical analysis on two real-world
datasets demonstrate that ReCODE can consistently enhance vari-
ous existing recommendation models and is superior to previous
baseline models for repeat consumption.

2 PRELIMINARIES
2.1 Problem Formulation
The user and item sets are denoted as U and I, respectively. Each
user 𝑢 ∈ U has a chronologically ordered historical consumption
sequence S𝑢 =

{
(𝑖1, 𝑡1) , . . . ,

(
𝑖𝑁𝑢

, 𝑡𝑁𝑢

)}
, where 𝑁𝑢 is the number

of historical interactions of user 𝑢 and 𝑖𝑛 ∈ I is the 𝑛-th item that
the user 𝑢 has interacted with at time 𝑡𝑛 ∈ R+. Given the history
S𝑢 of user 𝑢 and target time 𝑡𝑁𝑢+1, the goal is to predict the next
item 𝑖𝑁𝑢+1 ∈ I that the user is likely to interact with at 𝑡𝑁𝑢+1.

2.2 Neural Ordinary Differential Equations
Neural ODE [6] is a continuous-time model that leverages ordinary
differential equations to describe the evolution of a hidden state over
time. This framework provides a powerful and flexible approach for
capturing the dynamics of complex systems. The key idea behind
neural ODE is to represent the hidden state 𝒉(𝑡) as a solution to
an initial-value problem of an ODE: 𝑑𝒉(𝑡 )

𝑑𝑡
= 𝑓𝜃 (𝒉(𝑡), 𝑡), where

the ODE function 𝑓𝜃 parameterized by 𝜃 is a neural network to
approximate the time-derivative of the hidden state. Given the
initial state 𝒉(𝑡0), the hidden state 𝒉(𝑡𝑖 ) can be computed at any
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Figure 2: Architecture of our proposed ReCODE framework.

desired time points using a numerical ODE solver:

𝒉(𝑡𝑖 ) = 𝒉 (𝑡0) +
∫ 𝑡𝑖

𝑡0

𝒇𝜃 (𝒉(𝑡), 𝑡)𝑑𝑡 = ODESolve
(
𝑓𝜃 ,𝒉(𝑡0), 𝑡𝑖

)
, (1)

where ‘ODESolve’ is the ODE solver which discretizes the target
time 𝑡𝑖 and approximates the integral by performing multiple steps
of additions to compute the hidden state 𝒉(𝑡𝑖 ). Commonly used
ODE solvers include fix-step methods [24] like explicit Euler and
fourth-order Runge-Kutta (RK4) as well as adaptive step methods
such as Dormand–Prince [9].

3 OUR APPROACH
In the section, we propose a model-agnostic framework for model-
ing Repeat Consumption with neural ODE (denoted as ReCODE).

3.1 Framework Overview
As illustrated in Figure 2, our proposed ReCODE framework con-
sists of two main modules: a static recommendation module and a
dynamic repeat-aware module. The static recommendation module
first takes the user 𝑢 (or user history interactions S𝑢 ) and item 𝑖 as
input to get the user and item representations for predicting the
base static user’s preference 𝑅sta

𝑢,𝑖
. The combination of the user-item

representation is then fed into the repeat-aware module to model
the dynamic pattern of the history repeat consumption time inter-
vals and output the repeat intention 𝑅rep

𝑢,𝑖
. Finally, we generate the

final prediction score through integrating both the base static user
preference and the dynamic repeat intention as

𝑅𝑢,𝑖 = 𝑅
sta
𝑢,𝑖 + 𝑅

rep
𝑢,𝑖
. (2)

In the following sections, we will present the details of the two
modules to obtain 𝑅sta

𝑢,𝑖
and 𝑅rep

𝑢,𝑖
, respectively.

3.2 Static Recommendation Module
As shown in the left part of Figure 2, many recommendation models
share a similar two-tower structure [5, 13, 15, 32], which we can
use as the static recommendation module to model the user’s static
preference. Specifically, the static recommendation module predicts
the static user preference based on the learned user representation
𝒆𝑢 and item representations 𝒆𝑖 :

𝑅sta𝑢,𝑖 = 𝑓pred (𝒆𝑢 , 𝒆𝑖 ) . (3)

where 𝑓pred is the prediction layer and commonly defined as dot
product [12, 15, 17] or fully-connected layers [13, 27, 35].

Note that the static recommendation module can be either gen-
eral collaborative-based models [12, 13, 17] or sequential-based
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models [14, 15, 27]. The primary distinction between collaborative-
based and sequential-based models lies in the user modeling aspect.
Collaborative-based models solely rely on user features, whereas
sequential-based models incorporate both user features and the
user’s historical interactions to model the user representation.

3.3 Dynamic Repeat-aware Module
According to the observations from the empirical analysis and
previous studies [1, 3], the repeat consumption time gap Δ𝑡 =

𝑡 − 𝑡 ′ is the most crucial factor, where 𝑡 is the current target time,
and 𝑡 ′ is the history consumption time. To explicitly model the
user repeat intention without any distribution assumption, we use
neural ODE as the dynamic repeat-aware module to predict the
user repeat intention. Our dynamic repeat-aware module consists
of three components: (1) An encoder that encodes the static user
and item representation into initial latent states for the input of the
neural ODE. (2) Neural ODE formodeling the dynamic repeat-aware
representation given the historical repeat time gaps and initial states.
(3) A decoder that takes the repeat-aware representation as input
and predicts the user’s repeat intention.

3.3.1 Encoder for Initial State. To capture a user-specific and item-
specific repeat intention, we first transform the user representation
𝒆𝑢 and item representation 𝒆𝑖 from the static recommendation
module into the initial latent representations by an Encoder:

𝒉0𝑢,𝑖 = Encoder(𝒆𝑢 ∥𝒆𝑖 ), (4)

where operator ‘∥’ denotes the concatenation of two vectors. We
implement Encoder with Multi-Layer Perceptron (MLP).

3.3.2 Neural ODE for Repeat-aware Representation. Given the ini-
tial state, we use neural ODE to model the repeat-aware represen-
tation at the historical repeat time gaps:

𝒉1𝑢,𝑖 , . . . ,𝒉
𝑛
𝑢,𝑖 = ODESolve

(
𝑓ODE,𝒉

0
𝑢,𝑖 , (Δ𝑡1, . . . ,Δ𝑡𝑛)

)
, (5)

where the 𝑓ODE is defined as another two-layer MLP to model the
dynamics of the hidden state. Given the ODE function 𝑓ODE, we can
then leverage various ODE solvers to compute the hidden state at
each time by integrating the ODE over the specified time interval.
As mentioned in Section 2.2, a number of methods [9, 24] can be
used to solve Eq. (5). In this paper, we use the Euler ODE solver [24].

3.3.3 Decoder for Prediction. After obtaining the repeat-aware
representation for each user-item pair at the historical repeat time
gaps, we predict the final user repeat intention through a Decoder:

𝑅
rep
𝑢,𝑖

=

𝑛∑︁
𝑘=1

Decoder(𝒉𝑘𝑢,𝑖 ), (6)

where the Decoder is also implemented with MLP.

3.4 Model Learning
After obtaining the final prediction score from Eq. (2), we utilize
pairwise ranking loss to optimize all the trainable parameters Θ:

LReCODE (Θ) = −
∑︁
𝑢∈U

𝑁𝑢∑︁
𝑛=1

log𝜎
(
𝑅𝑢,𝑖𝑛 − 𝑅𝑢,𝑖−𝑛

)
, (7)

where we pair each ground-truth item 𝑖𝑛 with a negative item 𝑖−𝑛
that is randomly sampled from items that users have not consumed.

Table 1: Statistics of the experimental datasets.

Dataset # user # item # interaction repeat ratio

MMTD 10, 150 12, 815 256, 315 21.40%
Nowplaying-RS 44, 971 33, 595 2, 240, 871 34.72%

3.5 Discussion
The dynamic repeat-aware module in our approach draws inspira-
tion from neural ODE and does not rely on any specific distribution
assumption. Indeed, note that the distribution assumptions made
in existing studies [1, 10, 21, 30], such as the Exponential distribu-
tion or Gaussian distribution, can be viewed as specific ordinary
differential equations. For instance, the corresponding ODEs to
Exponential distribution and Gaussian distribution are given by:

𝑑𝒉(𝑡)
𝑑𝑡

= −𝜆𝒉(𝑡) and 𝑑𝒉(𝑡)
𝑑𝑡

= − (𝑡 − 𝜇)
𝜎2

𝒉(𝑡),

respectively. 𝜆 represents the rate parameter, and 𝜇 and 𝜎 represent
the mean and standard deviation, respectively. By recognizing these
distributions as ODE, we can see that our approach offers a more
flexible and general framework for modeling repeat consumption
dynamics, as it does not rely on specific distribution assumptions
and can capture a wider range of temporal patterns.

4 EXPERIMENTS
In this section, we conduct experiments on two real-world datasets.
The code is provided in https://github.com/quchangle1/ReCODE.

4.1 Experimental Settings
4.1.1 Datasets. To evaluate the effectiveness of our proposed Re-
CODE, we conduct experiments on two real-world recommenda-
tion datasets: MMTD1 [11] and Nowplaying-RS2 [20]. These two
datasets are from different platforms for music recommendation,
where the repeated listening behavior of users is significant. The
statistics of both datasets are summarized in Table 1.

4.1.2 Evaluation Metrics. To evaluate the performance, we adopt
the widely used ranking metrics Recall@𝐾 and NDCG@𝐾 and
report the metrics for 𝐾 ∈ {50, 100}. Following the common prac-
tice [13, 15, 26], we apply the leave-one-out splitting strategy for
evaluation. To better verify the effectiveness of our method, we
calculate all metrics according to the rank of the ground-truth item
among all items as candidates.

4.1.3 Implementation Details. ReCODE is implemented based on
the ReChorus [31] benchmark. We use the Euler ODE solver from
the torchdiffeq3 package. To ensure a fair comparison, we set the
embedding size of all methods to 32 and use a batch size of 512. The
Adam [16] optimizer is employed to train all models, and we care-
fully tune the learning rate among {1𝑒–3, 5𝑒–4, 1𝑒–4, 5𝑒–5, 1𝑒–5}, as
well as the weight decay among {1𝑒–5, 1𝑒–6, 1𝑒–7}. For sequential-
based methods, we set the maximum length of historical interac-
tions to 20. We run all models five times with different random
seeds and report the average results.
1http://www.cp.jku.at/datasets/MMTD/
2https://zenodo.org/record/3247476#.Yhnb7ehBybh
3https://github.com/rtqichen/torchdiffeq
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Table 2: Performance (%) of ReCODE and baselines on two
datasets, where R and N represent Recall and NDCG, respec-
tively. ‘∗∗’ indicates the improvements over best baselines
are statistically significant (𝑡-test with 𝑝-value < 0.01).

Dataset MMTD Nowplaying-RS
Model R@50 N@50 R@100 N@100 R@50 N@50 R@100 N@100

GRU4Rec 13.19 4.05 20.04 5.15 19.74 8.41 26.51 9.51
Caser 13.37 4.16 20.17 5.27 17.52 7.24 24.16 8.31
NARM 13.95 4.24 20.89 5.36 20.24 8.69 26.93 9.77
SASRec 18.04 6.90 25.00 8.03 22.74 10.23 29.62 11.35

ContraRec 18.25 6.11 25.92 7.35 20.38 8.73 27.12 9.82
ReCODE 25.20∗∗ 9.58∗∗ 31.80∗∗ 10.64∗∗ 29.28∗∗ 12.84∗∗ 35.31∗∗ 13.82∗∗

Table 3: Performance (%) of ReCODE and SLRC when
equipped with different base models on two datasets.

Dataset MMTD Nowplaying-RS
Model R@50 N@50 R@100 N@100 R@50 N@50 R@100 N@100
MF 18.68 5.93 26.61 7.22 18.96 7.92 26.08 9.07
+ SLRC 21.83 9.11 29.42 10.34 24.62 9.46 30.66 12.80
+ ReCODE 25.20∗∗ 9.58∗∗ 31.80∗∗ 10.64∗∗ 29.28∗∗ 12.84∗∗ 35.31∗∗ 13.82∗∗

NCF 17.33 5.28 25.57 6.62 19.56 8.08 26.51 9.20
+ SLRC 20.11 7.77 27.41 8.96 23.90 11.37 30.07 12.37
+ ReCODE 24.41∗∗ 9.43∗∗ 30.63∗∗ 10.43∗∗ 29.56∗∗ 12.92∗∗ 35.42∗∗ 13.87∗∗

GRU4Rec 13.19 4.05 20.04 5.15 19.74 8.41 26.51 9.51
+ SLRC 16.80 7.53 22.42 8.43 23.88 11.47 29.64 12.41
+ ReCODE 23.07∗∗ 9.26∗∗ 28.44∗∗ 10.12∗∗ 28.78∗∗ 12.94∗∗ 34.51∗∗ 13.87∗∗

SASRec 18.04 6.90 25.00 8.03 22.74 10.23 29.62 11.35
+ SLRC 19.06 8.10 25.70 9.18 24.53 11.78 30.68 12.77
+ ReCODE 24.86∗∗ 9.94∗∗ 30.76∗∗ 10.89∗∗ 30.20∗∗ 13.51∗∗ 36.38∗∗ 14.51∗∗

4.2 Results and Analysis
4.2.1 Overall Performance. We first implement our proposed Re-
CODE with MF [17] as the static recommendation module, and
compare it with other competitive sequential recommendationmod-
els, including GRU4Rec [14], Caser [27], NARM [18], SASRec [15]
and ContraRec [29]. Table 2 reports the averaged results of Re-
CODE and the baselines on MMTD and Nowplaying-RS datasets
after five different runs. Remarkably, despite the simplicity of the
static recommendation module in ReCODE, which employs MF, it
consistently outperforms other sequential baselines, even those in-
corporating attention or transformer architectures such as NARM,
SASRec, and ContraRec. These findings underscore the critical role
of modeling repeated consumption in real-world recommender
systems, particularly in scenarios with high repetition rates.

4.2.2 Model-Agnostic. Given that proposed ReCODE is model-
agnostic, we extend its applicability by integrating it with several
popular recommendation models (called base models) to verify the
effectiveness: (i) collaborative-based models: MF [17] and NCF [13];
(ii) sequential-based models: GRU4Rec [14] and SASRec [15]. Addi-
tionally, we compare ReCODE with another model-agnostic repeat-
aware model SLRC [30], which also can be applied to different base
models. As shown in Table 3, all base models equipped with Re-
CODE consistently improve their performance and outperform the
baselines across all metrics on both datasets. These results unequiv-
ocally validate ReCODE’s effectiveness in enhancing a wide range
of base models, including those based on collaborative filtering and
sequential recommendation techniques.

4.2.3 Performance w.r.t. Different Repeat Ratios. To further investi-
gate the influence of datasets with different repeat ratios, we con-
duct experiments using MF and GRU4Rec as base models. Figure 3
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Figure 3: Performance comparisons (Recall@50) w.r.t. dif-
ferent repeat ratios on MMTD and Nowplaying-RS datasets.
The shaded area represents the 95% confidence intervals of
𝑡-distribution obtained from the five experimental runs.

shows the results on both MMTD and Nowplaying-RS datasets.
It is evident that ReCODE consistently achieves superior perfor-
mance under all circumstances and exhibits a higher improvement
as the repeat ratios increase. This result further highlights the abil-
ity of ReCODE to effectively capture the dynamic patterns of repeat
consumption, resulting in enhanced recommendation performance
compared to the baselines.

In summary, the above results from Table 2, Table 3, and Figure 3
collectively confirm the effectiveness of ReCODE in enhancing
the recommendation performance of different base models. We at-
tribute this to the superiority and stability of ReCODE in modeling
repeat consumption, which makes it a promising approach for im-
proving recommender systems in real-world scenarios, particularly
in cases with high repeat ratios.

5 CONCLUSION
This paper proposes a novel neural ODE-based approach to model-
ing the repeat consumption in recommendation, called ReCODE.
By leveraging neural ODE, ReCODE effectively captures the dy-
namic patterns of repeat time gaps without making any distribution
assumptions. Additionally, ReCODE is model-agnostic, making it
applicable to various base models, including both collaborative-
based and sequential-based models. Experimental results on two
real-world datasets and four base models demonstrate the effective-
ness of ReCODE in improving recommendation performance.
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