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Abstract

Recent Newton-type federated learning algorithms have
demonstrated linear convergence with respect to the com-
munication rounds. However, communicating Hessian ma-
trices is often unfeasible due to their quadratic communi-
cation complexity. In this paper, we introduce a novel ap-
proach to tackle this issue while still achieving fast conver-
gence rates. Our proposed method, named as Federated New-
ton Sketch methods (FedNS), approximates the centralized
Newton’s method by communicating the sketched square-
root Hessian instead of the exact Hessian. To enhance com-
munication efficiency, we reduce the sketch size to match the
effective dimension of the Hessian matrix. We provide con-
vergence analysis based on statistical learning for the feder-
ated Newton sketch approaches. Specifically, our approaches
reach super-linear convergence rates w.r.t. the communication
rounds for the first time. We validate the effectiveness of our
algorithms through various experiments, which coincide with
our theoretical findings.

Introduction
Due to the huge potential in terms of privacy protection
and reducing computational costs, Federated Learning (FL)
(Konečnỳ et al. 2016; McMahan et al. 2017; Li et al. 2020a;
Wei et al. 2021, 2022; Li, Liu, and Wang 2024) becomes a
promising framework for handling large-scale tasks. In fed-
erated learning, a key problem is to achieve a tradeoff be-
tween the convergence rate and the communication burdens.

First-order optimization algorithms have achieved great
success in federated learning, including FedAvg (Lo-
calSGD) (McMahan et al. 2017) and FedProx (Li et al.
2020a). These methods communicate the first-order infor-
mation rather than the data across local machines, which
protect the privacy training data and allow the data hetero-
geneity to some extent. Despite recent efforts and progress
on the convergence analysis (Li et al. 2020b,c; Karimireddy
et al. 2020; Pathak and Wainwright 2020; Glasgow, Yuan,
and Ma 2022) and the generalization analysis (Mohri, Sivek,
and Suresh 2019; Li, Liu, and Wang 2023b,a; Su, Xu, and
Yang 2021; Yuan et al. 2022) of FedAvg and FedProx, the
convergence rate of first-order federated algorithms is still
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slow, i.e., a sublinear converge rate O(1/t), where t is the
communication rounds.

In the traditional centralized learning, with some mild
conditions, second-order optimal algorithms (Boyd, Boyd,
and Vandenberghe 2004; Bottou, Curtis, and Nocedal 2018),
for example (quasi) Newton’s methods, can achieve at least
a linear convergence rate. The compute of inverse Hes-
sian is time consuming, and thus many classic approx-
imate Newton’s methods are proposed, including BFGS
(Broyden 1970), L-BFGS (Liu and Nocedal 1989), inex-
act Newton (Dembo, Eisenstat, and Steihaug 1982), Gauss-
Newton (Schraudolph 2002) and Newton sketch (Pilanci and
Wainwright 2017). However, if we directly apply Newton’s
method to federated learning, the communication complex-
ity of sharing local Hessian matrices is overwhelming.

Indeed, first-order algorithms characterize low commu-
nication burdens but slow convergence rates, while New-
ton’s methods lead to fast convergence rates but with high
communication complexity. To take advantage of both first-
order and second-order algorithms, we propose a feder-
ated Newton sketch method, named FedNS, which shares
both first-order and second-order information across de-
vices, i.e., local gradients and sketched square-root Hes-
sian. Using line search strategy and adaptive learning rates,
we devise a dimension-efficient approach FedNDES. We
then study the convergence properties for the proposed algo-
rithms. We conclude with experiments on publicly available
datasets that complement our theoretical results, exhibiting
both computational and statistical benefits. We leave proofs
in the appendix1. We summarize our contributions as below:

1) On the algorithmic front. We propose two fast
second-order federated algorithms, which improve the ap-
proximation of the centralized Newton’s method while the
communication costs are favorable due to the small sketch
size. Specifically, using line search and adaptive step-sizes
in Algorithm 2, the sketch size can be reduced to the effec-
tive dimension of the Hessian matrix.

2) On the statistical front. Drawing upon the established
outcomes from the centralized sketching Newton literature
(Pilanci and Wainwright 2017; Lacotte, Wang, and Pilanci
2021), we furnish convergence analysis for two federated

1Full version: https://lijian.ac.cn/files/2024/FedNS.pdf
Code: https://github.com/superlj666/FedNS



Newton sketching algorithms: FedNS and its line-search
variant FedNDES. These methodologies delineate not only
super-linear convergence rates but also entail a small sketch
size, corresponding to the effective dimension of the Hes-
sian in the case of FedNDES. Note that the proposed algo-
rithms achieve super-linear convergence rates while uphold-
ing a reasonable level of communication complexity.

Related Work

FedAvg and FedProx. FedAvg and FedProx only share lo-
cal gradients of the size M and the communication complex-
ity is O(M), where M is the dimension of feature space.
The convergence properties of FedAvg and FedProx have
been well-studied in (Li et al. 2020c,a; Su, Xu, and Yang
2021), of which the iteration complexity is T = O(1/δ) to
obtain some δ-accurate solution.

Newton sketch. Newton sketch was proposed in (Pilanci
and Wainwright 2017) to accelerate the compute of New-
ton’s methods. It has been further extended, for example,
Newton-LESS (Derezinski et al. 2021) employed leverage
scores to sparsify the Gaussian sketching matrix and (La-
cotte and Pilanci 2020; Lacotte, Wang, and Pilanci 2021)
proved the sketch size can be as small as the effective di-
mension of the Hessian matrix. With the sketching Newton’s
methods, the communication complexity is O(kM), where
k is the sketch size. In some cases, it leads to a super-linear
convergence T = O(log(log 1/δ)) for a δ-accurate solution.

Newton-type federated algorithms. DistributedNewton
(Ghosh, Maity, and Mazumdar 2020) and LocalNewton
(Gupta et al. 2021) perform Newton’s method instead of
SGD on local machines to accelerate the convergence of
local models. FedNew (Elgabli et al. 2022) utilized one
pass ADMM on local machines to calculating local direc-
tions and approximate Newton method to update the global
model. FedNL (Safaryan et al. 2022) sended the compressed
local Hessian updates to global server and performed New-
ton step globally. Based on eigendecomposition of the local
Hessian matrices, SHED (Fabbro et al. 2022) incrementally
updated eigenvector-eigenvalue pairs to the global server
and recovered the Hessian to use Newton method.

Backgrounds

A standard federated learning system consists of a global
server and m local compute nodes. On the j-th worker
∀ j ∈ [m], the local training data Dj = {(xij , yij)}

nj

i=1 is
drawn from a local distribution ρj on X ×Y , where X is the
input space and Y is the output space. We denote the disjoint
union of local training dataD =

⋃m
j=1Dj as the entire train-

ing data that corresponds to a global distribution ρ onX×Y .
For the sake of privacy preservation and efficient distributed
computation, a federated learning system aims to train a
global model without sharing local data. The ideal empiri-
cal model is trained on the entire training datasetD w.r.t. the
training objective. We denote nj := |Dj | the number of lo-
cal examples on the j-th machine and N := |D| =

∑m
j=1 nj

the number of all train examples.

Centralized Newton’s Method
The objective of centralized learning on the entire train set
D can be stated as f(x) = ⟨w, ϕ(x)⟩ with

wD,λ = argmin
w∈HK

1

N

N∑
i=1

ℓ (f(xi), yi) + λα(w)︸ ︷︷ ︸
L(D,w)

, (1)

where (xi, yi) ∈ D, ℓ is the loss function, α(w) is the
penalty term and λ > 0 is the regularity parameter. We as-
sume that f belongs to the reproducing kernel Hilbert space
(RKHS) HK defined by a Mercer kernel K : X × X →
R. Throughout, we denote the inner product K(x,x′) =
⟨ϕ(x), ϕ(x′)⟩K and the corresponding norm by ∥·∥K , where
ϕ : X → HK is the implicit feature mapping. The reproduc-
ing property guarantees kernel methods f : X → Y admit-
ting

f(x) = ⟨w, ϕ(x)⟩K , ∀ w ∈ HK ,x ∈ X . (2)

If L is twice differentiable convex function in terms of w,
the centralized problem (1) on D can be solved by the exact
Newton’s method

wt+1 = wt − µH−1
D,t gD,t, (3)

where µ is the step-size and the gradient and the Hessian
matrix are computed by

gD,t := ∇L(D,wt) + λ∇α(wt),

HD,t := ∇2L(D,wt) + λ∇2α(wt).

Let the feature mapping be finite dimensional ϕ : X → RM .
Then, there are finite dimensional gradients gD,t ∈ RM and
Hessian matrices HD,t ∈ RM×M .

Since the federated learning system cannot visit local
training data, it fails to compute the global gradient gD,t
and Hessian matrix HD,t directly. The total time complex-
ity for Newton’s method is O(NM2t) with a super-linear
convergence rate t = log(log(1/δ)) for δ-approximation
guarantee (Dennis Jr and Schnabel 1996), i.e., L(D,wt) −
L(D,wD,λ) ≤ δ.

Newton’s Method with Partial Sketching
To improve the computational efficiency of Newton’s
method, (Pilanci and Wainwright 2017) proposed Newton
sketch to construct a structured random embedding of the
Hessian matrix with a sketch matrix S ∈ Rk×M where
k ≪ N . Instead of sketching the entire Hessian matrix,
partial Newton sketch (Pilanci and Wainwright 2017; La-
cotte, Wang, and Pilanci 2021) only sketched the loss term
∇2L(D,wt) ≈ (S∇2L(D,wt)

1/2)⊤(S∇2L(D,wt)
1/2)

while reserving the exact Hessian for the regularity term
∇2α(wt). The partial Newton sketch can be stated as

wt+1 = wt − µH̃
−1

D,t gD,t, with

H̃D,t = (S∇2L(D,wt)
1/2)⊤(S∇2L(D,wt)

1/2)

+ λ∇2α(wt).

(4)



Note that, the sketch matrix S ∈ Rk×M are zero-mean
and normalized E[S⊤S/k] = IM . Different types of ran-
domized sketches lead to different the sketch times (La-
cotte, Wang, and Pilanci 2021), i.e., O(NMk) for sub-
Gaussian embeddings, O(NM log k) for subspace random-
ized Hadamard transform (SRHT), and O(nnz(H̃D,t)) for
the sparse Johnson-Lindenstrauss transform (SJLT). For the
SJLT, only one non-zero entry exists per column, which
causes much faster sketch time but requires a larger sub-
space. Throughout this work, we focus on the SRHT be-
cause it achieves a tradeoff between fast sketch time and
small sketch dimension (Ailon and Chazelle 2006).

There are various examples for the optimization problem
(1) where the regularization term is λ-strongly convex and
partial sketched square-root Hessian S∇2L(w) is amenable
to fast computation. For example, the widely used ridge
regression and regularized logistic regression. More exam-
ples are referred to Section 3.1 (Lacotte, Wang, and Pilanci
2021).

Federated Learning with Newton’s Methods
To reduce the communication burdens in FedNewton, we
propose a communication-efficient algorithm to approxi-
mate the global Hessian matrix. Based on the Newton Sketch
(Pilanci and Wainwright 2017), we devise an efficient New-
ton sketch method for federated learning, which performs
an approximate local Hessians using a randomly projected
or sub-sampled Hessian on the local workers. Then, it sum-
marizes the local Hessian matrices to approximate the global
Hessian matrix and then performs Newton’s method on the
approximate global Hessian matrix.

Federated Newton’s Method (FedNewton)
To approximate the global model fD,λ well, the federated
learning algorithms usually share local information to the
other clients, i.e. first-order gradient information in FedAvg
and FedProx. We consider using both first-order and second-
order information to characterize the exact solution of (1) on
the entire dataset D.

Noting that, both local gradients and Hessians in (3) can
be summarized up to the global gradient and Hessian, re-
spectively. This motivates us to summarize local gradients
and Hessians to conduct federated Newton’s method (Fed-
Newton)

wt+1 = wt − µH−1
D,t gD,t with

HD,t =

m∑
j=1

nj

N
HDj ,t, gD,t =

m∑
j=1

nj

N
gDj ,t.

(5)

Complexity Analysis. Before the iterations, the compu-
tation of feature mapping on any local machine consumes
O(njMd) time. On the j-th local worker, the time com-
plexity for iteration is at least O(njM

2 + njM) to com-
pute HDj ,t and gDj ,t, respectively. And the time complex-
ity is O(mM2 + M3) to summarize local Hessians and
compute the global inverse Hessian. However, the commu-
nication cost is O(M2) to upload local Hessian matrices

Algorithm 1: Federated Learning with Newton Sketch (FedNS)

Input: Feature mapping ϕ : Rd → RM , start point w0, the
termination iterations T and the step-size µ.

Output: The global estimator wT .
1: Local machines: Compute the local feature mapping

data matrix ϕ(Xj).
2: for t = 1 to T do
3: Local machines: Sample the sketch matrix St

j ∈
Rk×nj from the SRHT. Compute local sketch Hes-
sian matrices ΥDj ,λ = St

j∇2L(Dj ,wt)
1/2 and local

gradients gDj ,t. Upload them to the global server (↑).
4: Global server: Compute the global Hessian matrix

H̃D,t =
∑m

j=1
nj

N Υ⊤
Dj ,λΥDj ,λ+λ∇2α(wt) and the

global gradient gD,t =
∑m

j=1
nj

N gDj ,t and update the
global estimator

wt = wt−1 − µH̃
−1

D,t gD,t

and communicate it to local machines (↓).
5: end for

in each iteration, which is infeasible in the practical feder-
ated learning scenarios. The total computational complex-
ity is O(maxj∈[m] njMd + njM

2t + M3t) and the com-
munication complexity isO(M2t), where Newton’s method
achieves a quadratic convergence t = O(log(log(1/δ))) for
δ-approximation guarantee (Dennis Jr and Schnabel 1996),
i.e., L(D,wt) − L(D,wD,λ) ≤ δ, where wD,λ is the em-
pirical risk minimizer (1).

Federated Learning with Newton Sketch (FedNS)
Now suppose the local Hessian matrix square-root
∇2L(D,wt)

1/2 of dimensions nj×M is available, from (4),
we obtain local sketch Hessian on the empirical loss term

ΥDj ,λ = Sj∇2L(Dj ,wt)
1/2.

Here, Sj ∈ Rk×nj is the sketch matrix for the j-th worker
with k ≪ nj and thus the communicated sketch Hessian is
with a small size ΥDj ,λ ∈ Rk×M . From (5), we approx-
imate the global Hessian by summarizing local sketching
Hessian matrices

H̃D,t =

m∑
j=1

nj

N
Υ⊤

Dj ,λΥDj ,λ + λ∇2α(wt). (6)

Here, we approximate the global Hessian with local sketch
Hessian matrices HD,t ≈ H̃D,t. We approximate the exact
Newton’s method on the entire data by local Newton sketch

wt+1 = wt − µH̃
−1

D,t gD,t (7)

where H̃D,t is the approximate global Hessian from (6) and
gD,t is the global gradient from (5).

We formally introduce the general framework for Feder-
ated Newton Sketch (FedNS) in Algorithm 1. Note that, us-
ing sketch Hessian, we communicate ΥDj ,λ of the dimen-
sions k × M instead of the exact local Hessian HDj ,t of



the dimensions M2. Since local gradients gDj ,t are M di-
mensional vectors, the uploads of sketch Hessian matrices
dominate the communication complexity.

Complexity Analysis. Before the iterations, the compu-
tation of feature mapping on any local machine consumes
O(njMd) time. On the j-th local worker, the sketching
time is O(njM log k) for SRHT, while it is O(njMk)
for classic sub-Gaussian embeddings. On the global server,
the time complexity of FedNS is O(mkM2 + M3) to
obtain the global sketch Hessian and its inverse. Never-
theless, FedNS reduces the communication burdens from
O(M2) to O(kM). Overall, FedNS not only speedup the
local computations, but more importantly reduce the com-
munication costs. The total computational complexity is
O(maxj∈[m] njMd+njMt log k+mkM2t+M3t). More
importantly, the communication complexity is reduced from
O(M2t) in FedNewton to O(kMt) in FedNS. The sketch
Newton method leads to a super-linear convergence rate
t = O(log(1/δ)) for δ-approximation guarantee (Pilanci
and Wainwright 2017; Lacotte, Wang, and Pilanci 2021).
Note that, from Theorem 1, since k = Ω(M) for FedNS,
just using sketching without line-search does not reduce
communication cost. We then present line-search step based
sketching Federated Newton method, which can guarantee
smaller communication costs.

Federated Newton’s Method with
Dimension-Efficient Sketching (FedNDES)
From the theoretical results in the next section, the sketch
size for FedNS is k ≃ M to achieve a super-linear con-
vergence rate, which is still too expensive when M is large
to approximate the kernel. Since the communication is de-
termined by the sketch size, we devise a dimension-efficient
federated Newton sketch approach (FedNDES), shown in
Algorithm 2 to reduce the sketch size, based on the New-
ton sketch with backtracking line (Armijo) search (Boyd,
Boyd, and Vandenberghe 2004; Nocedal and Wright 2006;
Pilanci and Wainwright 2017; Lacotte, Wang, and Pilanci
2021). Backtracking line search begins with an initial step-
size µ and backtracks until the adjusted linear estimate over-
estimates the loss function. For more information refer to
(Boyd, Boyd, and Vandenberghe 2004).

Different from FedNS, Algorithm 2 applies the two
phases updates with different sketch sizes m1 and m2. The
following theoretical results illustrate both these two sketch
sizes depend on the effective dimension that is much smaller
than M and N . The approximate Newton decrement λ̃(wt)
is used as an exit condition and the threshold for the adaptive
sketch sizes to guarantee smaller iterations and sketch sizes.

Complexity Analysis. Since the compute of approximate
global Hessian and the inverse of it dominate the training
time, the total computational complexity for FedNDES is
similar to FedNS that isO(maxj∈[m] njMd+njMt log k+

mkM2t + M3t). However, the communication complex-
ity O(kMt) is reduced owing to a smaller sketch size in
FedNDES. The sketch size is k ≃ M for FedNS, while
it is k ≃ Tr(H̃D,t(H̃D,t + λI)−1) for FedNDES that is
much smaller than M . Smaller sketch size makes the New-

Algorithm 2: Dimension-efficient federated Newton (FedNDES)

Input: Feature mapping ϕ : Rd → RM , start point w0,
accuracy tolerance δ > 0, line-search parameters (a, b),
threshold sketch sizes m1 and m2, and the decrement
parameter η.

Output: The global estimator wT .
1: Local machines: Compute the local feature mapping

data matrix ϕ(Xj). Initialize and kt = m1.
2: for t = 1, · · · , T do
3: Local machines: Sample the sketch matrix St

j ∈
Rk×nj from the SRHT. Compute local sketch square
root Hessian ΥDj ,λ = St

j∇2L(Dj ,wt)
1/2 and local

gradients gDj ,t. Upload them to the global server (↑).
4: Global server: Compute the global Hessian matrix

H̃D,t =
∑m

j=1
nj

N Υ⊤
Dj ,λΥDj ,λ + λ∇2α(wt), the

global gradient gD,t =
∑m

j=1
nj

N gDj ,t and the ap-

proximate Newton step ∆wt = −H̃
−1

D,t gD,t. Com-
pute the approximate Newton decrement

λ̃(wt) = g⊤
D,t∆wt.

If λ̃(wt)
2 ≤ 3

4δ return the model wt. Otherwise send
∆wt and λ̃(wt) to local workers.

5: Local machines: Line search from µj = 1: while
L(Dj ,wt+µj∆wt) > L(Dj ,wt)+aµj λ̃(wt), then
µj ← bµj . Send µj to the global server.

6: Global server: Let µ = minj∈m µj . Update the
global estimator

wt = wt−1 + µ∆wt.

If λ̃(wt) > η, set k = m1. Otherwise, set k = m2.
Communicate the global model wt and the sketch
size k to local machines (↓).

7: end for

ton methods practical for multiple communications in fed-
erated learning settings. Meanwhile, even with the smaller
sketch size, FedNDES can still achieve the super-linear con-
vergence rate t = O(log log(1/δ)) for δ-approximation so-
lution.

Theoretical Guarantees
Before the generalization analysis for algorithms, we start
with some notations and assumptions.

Assumption 1 (Twice differentiable and convex). The loss
function and regularity function ℓ, α : Rd → R are
both closed and twice differentiable convex functions and
∇2α(w) ⪰ Id.

Assumption 2 (Strongly convextiy and smoothness). Let
γ = λmin(∇2L(w)) be the minimum eigenvalue and β =
λmax(∇2L(w)) be the maximum eigenvalue of the Hessian.

In the standard analysis of Newton’s method, γ and β
are commonly used to measure the strong convexity and



smoothness of the objective function L (Pilanci and Wain-
wright 2017).

Assumption 3 (Lipschitz continuous Hessian). The Hes-
sian map is Lipschitz continuous with modulus G, i.e.,
∥∇2L(w)−∇2L(w′)∥ ≤ G∥w −w′∥2.

The above assumptions are standard conditions for both
convex and non-convex optimization. Under these condi-
tions, with the appropriate initialization ∥w−wD,λ∥ ≤ γ

2G ,
the Newton approach can guarantee a quadratic convergence
(Boyd, Boyd, and Vandenberghe 2004). Let wt be the fed-
erated Newton model defined in FedNS or FedNDES, and
w∗ be the target model. It holds the following error decom-
position

∥wt −w∗∥2 ≤ ∥wt −wD,λ∥2︸ ︷︷ ︸
federated error

+ ∥wD,λ −w∗∥2︸ ︷︷ ︸
centralized excess risk

,
(8)

where wD,λ is the centralized ERM model on the training
data D. Since the centralized excess risk L(wD,λ)−L(w∗)
is standard in statistical learning (Bartlett and Mendelson
2002; Caponnetto and De Vito 2007), we focused on the fed-
erated error term.

Convergence Analysis for FedNS
Theorem 1 in (Pilanci and Wainwright 2017) provided the
convergence analysis for centralized Newton sketch in (4).
Based on it, we present on the generalization analysis for
federated Newton sketch in Algorithm 1.

Theorem 1 (Convergence guarantees of FedNS). Let δ ∈
(0, 1). Under Assumptions 1, 2, 3, FedNS updates in Al-
gorithm 1 based on an appropriate initialization ∥w0 −
wD,λ∥2 ≤ δγ

8G . Using the iteration-dependent sketching ac-
curacy ϵ = 1

log(1+t) and sketch size k = Ω(M), with the

probability at least 1− c1e
−c2kϵ

2

, we have

∥wt −wD,λ∥2 ≤
1

log(1 + t)

β

γ
∥wt−1 −wD,λ∥2.

This guarantee a super-linear convergence rate, since
limt→∞

∥wt−wD,λ∥2

∥wt−1−wD,λ∥2
= 0. Here, wD,λ is the centralized

model on D and wt is the federated model trained in Algo-
rithm 1.

The above theorem shows that, depending on the struc-
ture of the problem γ, β, FedSN achieves the super-linear
convergence rate using a sufficient sketch size k ≳ M .
And thus, the communication complexity in each iteration
is at least O(M2), the same as FedNewton. There are two
drawbacks in Theorem 1: 1) The analysis depends on some
constants from the properties of L, i.e., the curvature con-
stants γ, β and the Lipschitz constant G, which are usually
unknown in practice. 2) Theorem 1 requires a initialization
condition ∥w0 −wD,λ∥2 ≤ δγ

8G . However, it is hard to find
a appropriate start point w0 satisfying the condition in prac-
tice. 3) The communication complexity of FedSN O(kMt)
depends on the sketch size, but the communication of cur-
rent sketch size k ≳ M is overly expensive.

Convergence Analysis for FedNDES
To derive global convergence free from unknown problem
parameters, we require a new condition.
Assumption 4 (Self-concordant function). A closed convex
function φ : Rd → R is self-concordant if |φ′′′(w)| ≤
2(φ′′(w))3/2. We assume the loss function ℓ is a convex self-
concordant function.

The condition extends to the loss function ℓ : Rd →
R by imposing the requirement on the univariate function
φw,ω(t) := ℓ(w + tω) for w,ω in the domain of ℓ. Exam-
ples for self-concordant functions include linear, quadratic
functions, negative logarithm, and more examples can be
found in (Lacotte, Wang, and Pilanci 2021).
Definition 1 (Empirical effective dimension). If the
regularity term is λ-strongly convex, the empirical
effective Hessian dimension is defined as d̃λ :=
supw∈HK

Tr
(
∇2L(D,w)(∇2L(D,w) + λI)−1

)
.

The empirical effective dimension d̃λ is substantially
smaller than the feature space M (Bach 2013; Alaoui and
Mahoney 2015). The effective dimension is related to the co-
variance matrix ∇2L(D,w) = 1

N ϕ(X)⊤ϕ(X), which has
been well-studied for leverage scores sampling (Rudi et al.
2018; Luise et al. 2019; Chen and Yang 2021) in low-rank
approximation. Meanwhile, the expected effective dimen-
sion is defined asN (λ) = Tr(TK(TK+λI)−1) based on the
covariance operator TK =

∫
X
⟨·, ϕ(x)⟩ϕ(x)dρX(x), which

has been widely used to prove the optimal learning guar-
antees for the squared loss (Caponnetto and De Vito 2007;
Smale and Zhou 2007).

Without initialization condition, we provide the following
convergence guarantee for FedNDES.
Theorem 2 (Convergence guarantees of FedNDES). Let
δ ∈ (0, 1) and the sketch matrices be SRHT. Under Assump-
tions 1, 4, FedNDES updates in Algorithm 2, then with a
high probability, the number of iterations T and the sketch
size k satisfying

T = O
(
log log

(
1

δ

))
, k = Ω

(
d̃λ

)
,

can obtain a δ-accurate solution ∥wt −wD,λ∥ ≤ δ without
any initialization condition. Here, wD,λ is the centralized
model on D and wt is the federated model trained in Algo-
rithm 2.

Compared to Theorem 1, the above theorem removes
the initialization condition. More importantly, it reduces the
sketch size from M to d̃λ, which is much smaller than
M and thus it is more practical in federated learning set-
tings. Since the communicated local sketch square root Hes-
sian ΥDj ,λ ∈ Rk×M , the communication complexity in
each iteration is O(d̃λM). For example, supposing d̃λ ≳
log log(1/δ) as used in (Lacotte, Wang, and Pilanci 2021)
with a standard learning rate δ = O(1/

√
N), we obtain

the sketch size d̃λ ≳ log(0.5 logN), which is significantly
smaller than M .

Since the generalization error δ and effective dimension
d̃λ are relevant to the specific tasks, they are not estimated



Related Work Heterogeneous
setting Sketch size k Iterations t Communication

per round
Total communication com-
plexity

FedAvg (Li et al. 2020c; Su, Xu,
and Yang 2021)

√
− O

(
1
δ

)
O(M) O(Mδ )

FedProx (Li et al. 2020a; Su, Xu,
and Yang 2021)

√
− O

(
1
δ

)
O(M) O(Mδ )

DistributedNewton (Ghosh, Maity,
and Mazumdar 2020) × − O

(
log 1

δ

)
O(M) O(M log 1

δ )

LocalNewton (Gupta et al. 2021) × − O
(
log 1

δ

)
O(M) O(M log 1

δ )

FedNL (Safaryan et al. 2022)
√

− O
(
log 1

δ

)
O(M) O(M log 1

δ )

SHED (Fabbro et al. 2022)
√

− O(log 1
δ ) − O(M2)

FedNewton
√

− O
(
log log 1

δ

)
O(M2) O(M2 log log 1

δ )

FedNS (Algorithm 1)
√

M O
(
log log 1

δ

)
O(kM) O(kM log log 1

δ )

FedNDES (Algorithm 2)
√

d̃λ O
(
log log 1

δ

)
O(kM) O(kM log log 1

δ )

Note: The computational complexities are computed in terms of regularized least squared loss to obtain a δ-accurate solution, i.e., L(wt)−
L(wD,λ) ≤ δ. The convergence analysis for FedAvg is provided in (Li et al. 2020c; Su, Xu, and Yang 2021) and that for FedProx is provided
in (Li et al. 2020a; Su, Xu, and Yang 2021).

Table 1: Summary of communication properties for related work.

Dataset n M k m ρ α
phishig 11, 055 68 17 40 0.1 0.25
cod-rna 59, 535 8 10 60 30 1
covtype 581, 012 54 20 200 50 1
SUSY 5, 000, 000 18 10 1000 50 1

Table 2: Summary of datasets and hyperparameters.

in Theorem 2. However, they are important to measure the
communication complexity in federated learning. It allows
to provide accurate estimates for the error δ and the empiri-
cal effective dimension d̃λ.

Compared with Related Work
Table 1 reports the computational properties of related work
to achieve δ-accurate solutions. In terms of the regular-
ized least squared loss, we compare the proposed FedNS
and FedNDES with first-order algorithms, and Newton-
type FL methods. FedNS applies to commonly used sketch
approaches, e.g. sub-Gaussian, SRHT, and SJLT, while
FedNDES only applies to SRHT. Different sketch types
leads to various sketch times on the j-th local machine, i.e.,
O(njMk) for sub-Gaussian, O(njM log k) for SRHT and
O(nnz(ϕ(Xj))) for SJLT.

Compared with first-order algorithms. Federated New-
ton’s methods converge much faster, O(log 1/δ) v.s.
O(1/δ). But the communication complexities of feder-
ated Newton’s methods are much higher, at least O(kMt),
while it is O(Mt) for FedAvg and FedProx. The proposed
FedNDES achieves balance between fast convergence rate
and small communication complexity, of which the conver-
gence rate isO(log 1/δ) and the communication complexity
is O(d̃λMt).

Compared with Newton-type FL methods. Distributed-
Newton (Ghosh, Maity, and Mazumdar 2020) and Local-
Newton (Gupta et al. 2021) perform Newton’s method in-

stead of SGD on local machines. However, they only utilized
local information and implicitly assume the local datasets
cross devices are homogeneous, which limits their appli-
cation in FL. In contrast, our proposed algorithms com-
municate local sketching Hessian matrices to approximate
the global one, which are naturally applicable to heteroge-
neous settings. More recently, there are three Newton-type
FL methods:
• FedNL (Safaryan et al. 2022) compressed the difference

between the local Hessian and the global Hessian from
the previous step, and transferred the compressed dif-
ference to the global server for merging. On the theo-
retical front, FedNL achieved at least the linear conver-
gence O(log 1/δ) with the communication cost O(M)
per round.

• FedNew (Elgabli et al. 2022) used ADMM to solve
an unconstrained convex optimization problem for ob-
taining the local update directions H−1

Dj ,t
gDj ,t and per-

formed Newton’s method by averaging these directions
in the server. However, this work only proved the algo-
rithm can converge but without the convergence rates.

• SHED (Fabbro et al. 2022) first performed eigendecom-
position on the local Hessian and incrementally send the
eigenvalues and eigenfunctions to the server. The local
Hessians were recovered on the server to perform New-
ton’s method. The algorithm achieved sup-linear conver-
gence with the total communications costs O(M2).

These recent Newton-type FL methods usually admit lin-
ear convergence rates, while the proposed algorithms in this
work reach super-linear convergences.

Experiments
In this section, we carry out experiments to corroborate
our theoretical statements on several real-world federated
datasets. We implemented our methods by utilizing the pub-
lic code from (Elgabli et al. 2022) which includes FedNew
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Figure 1: The loss discrepancy between the compared methods and the optimal learner in terms of the number of communication
rounds t.
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Figure 2: The loss discrepancy between the compared methods and the optimal learner in terms of the sketch size k on the
datasets cod-rna, covtype, SUSY, and phishing

(Elgabli et al. 2022) and FedNL (Safaryan et al. 2022), while
SHED algorithm was excluded due to the lack of public code
(Fabbro et al. 2022). The base model is a logistic regression
and the algorithms update the Hessian at each iteration. We
first explore the impact of sketching size on the proposed
FedNS and FedNDES, and then compare related algorithms
w.r.t. the communication rounds.

Following FedNew (Elgabli et al. 2022), we con-
sider the regularized logistic regression L(D,w) =
1
N

∑N
i=1 log

(
1 + exp(yix

⊤
i w)

)
+ λ∥w∥22, where λ is a

regularization parameter chosen to set 10−3. All experi-
ments are recorded by averaging results after 10 trials and
figures report the mean value. We use the optimal gap
L(wt) − L(w∗) as the performance indicator, where we
use the global Newton’s method as the optimal estimator
w∗. We evaluate the compared algorithms on public LIB-
SVM Data (Chang and Lin 2011). We report the statistics of
datasets and the corresponding hyperparameters in Table 2,
where ρ and α hyperparameters are used in FedNew.

Convergence comparison. Figures 1 reports the conver-
gence of compared methods, demonstrating that: 1) There is
significant gaps between the convergence speeds of our pro-
posed methods FedNS, FedNDES and the existing Newton-
type FL methods, i.e. FedNew and FedNL. This validate the
super-linear convergence of FedNS and FedNDES. 2) The
proposed FedNS and FedNDES converge nearly to Fed-
Newton, while FedNew and FedNL converge slowly closed
to FedAvg. 3) FedNDES converges faster than FedNS and
the final predictive accuracies of FedNDES are higher.
4) Even with small sketch sizes, the proposed sketched
Newton-type FL methods can still preserve considerable
accuracy. 5) Although our communication cost is higher

O(Mk) than FedNew and FedNL, the number of commu-
nications is much smaller, resulting in lower total communi-
cations for our methods.

Impact of sketch size on Performance Figure 2 reports
the predictive accuracies versus the sketch size, illustrating
that 1) A larger sketch size always leads to better generaliza-
tion performance. 2) The proposed FedNS and FedNDES
finally converges around the global Newton’ method. 3) A
small sketch size, i.e., k ≪M and k ≪ N , can still achieve
good performance. 4) FedNDES obtains better generaliza-
tion performance than FedNS with smaller sketch size.

Conclusion
Both convergence rate and communication costs are im-
portant to federated learning algorithms. In this paper,
by sketching the square-root Hessian, we devise federated
Newton sketch methods, which communicate sketched ma-
trices instead of the exact Hessian. Theoretical guarantees
show that the proposed algorithms achieve super-linear con-
vergence rates with moderate communication costs. Specifi-
cally, the sketch size of FedNDES can be small as the effec-
tive dimension of Hessian matrix.

Our techniques pave the way for designing Newton-type
distributed algorithms with fast convergence rates. There are
some future directions, including 1) One can employ adap-
tive effective dimension to effectively estimate the effective
dimension of Hessian in practice (Lacotte, Wang, and Pi-
lanci 2021). 2) We consider the sparsification for the sketch
Newton update in future (Derezinski et al. 2021) to fur-
ther reduce the communication complexity. 3) The proposed
methods and theoretical guarantees can be extened to decen-
tralized learning (Hsieh et al. 2020).
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