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ABSTRACT
Video-text retrieval has drawn great attention due to the prosperity
of online video contents. Most existing methods extract the video
embeddings by densely sampling abundant (generally dozens of)
video clips, which acquires tremendous computational cost. To re-
duce the resource consumption, recent works propose to sparsely
sample fewer clips from each raw video with a narrow time span.
However, they still struggle to learn a reliable video representation
with such locally sampled video clips, especially when testing on
cross-dataset setting. In this work, to overcome this problem, we
sparsely and globally (with wide time span) sample a handful of
video clips from each raw video, which can be regarded as differ-
ent samples of a pseudo video class (i.e., each raw video denotes
a pseudo video class). From such viewpoint, we propose a novel
Cross-Modal Meta-Transformer (CMMT) model that can be trained
in a meta-learning paradigm. Concretely, in each training step, we
conduct a cross-modal fine-grained classification task where the
text queries are classified with pseudo video class prototypes (each
has aggregated all sampled video clips per pseudo video class).
Since each classification task is defined with different/new videos
(by simulating the evaluation setting), this task-basedmeta-learning
process enables our model to generalize well on new tasks and thus
learn generalizable video/text representations. To further enhance
the generalizability of our model, we induce a token-aware adaptive
Transformer module to dynamically update our model (prototypes)
for each individual text query. Extensive experiments on three
benchmarks show that our model achieves new state-of-the-art re-
sults in cross-dataset video-text retrieval, demonstrating that it has
more generalizability in video-text retrieval. Importantly, we find
that our new meta-learning paradigm indeed brings improvements
under both cross-dataset and in-dataset retrieval settings.
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1 INTRODUCTION
With the prosperity of online video platforms (e.g., YouTube and
TikTok), video-text data is massively and rapidly generated. To
make better use of the video-text data and satisfy the demands
of users, video-text modelling has become increasingly popular.
One of the fundamental tasks for video-text modelling is video-
text retrieval [5, 15, 19, 44, 46], which requires the models to align
the embeddings between two separate modalities. However, it is
difficult to learn reliable/generalizable video representations for
video-text retrieval, because each raw video generally has a long
series of image frames. Traditional methods [18, 23, 29, 50, 53]
typically utilize dense sampling strategies to learn video representa-
tions which require costly computation resource. It is thus of great
challenge to find a new paradigm to learn an effective video-text
retrieval model with limited resource consumption.

Recent representative work ClipBERT [21] has attempted to
overcome this challenge by proposing a sparse sampling strategy.
Specifically, it chooses to sparsely and locally sample a few video
clips (each has a narrow time span) from each raw video, which
are then aligned with the query text to obtain clip-level predic-
tions. However, those predictions may be inaccurate for they only
consider the local information of raw video. In our opinion, simul-
taneously utilizing several global video clips can help the model
learn more reliable/generalizable video representations. Therefore,
in this paper, we propose to sparsely and globally sample a handful
of video clips from each raw video, where the frames of each video
clip are sampled throughout the entire video. Specifically, we first
divide the whole video into several video segments (with equal
length). Then for each video clip, we randomly sample one frame
per segment. In this way, three video clips are sampled from each
video (see the left part of Figure 1), which are inputted into a video
encoder (e.g., ViT-Base [8]) to obtain the video clip embeddings.
Since these video clips are sampled from the same raw video, they
can be naturally regarded as different samples of a pseudo video
class (i.e., each raw video denotes a pseudo video class).

Motivated by the concept of pseudo video class, we thus propose
a novel Cross-Modal Meta-Transformer (CMMT) model that can
be trained in a meta-learning paradigm. Meta-learning [10, 39] has
seen tremendous success in many vision/language classification
tasks since it helps the model obtain more generalization ability
by training across different episodes (tasks). For the first time, we
seamlessly extend it to video-text retrieval by defining each train-
ing task as a cross-modal fine-grained classification task, where
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Figure 1: Schematic illustration of our meta-learning paradigm for video-text retrieval. In the left part, we show how to
construct a pseudo video class. Concretely, for each raw video, we first randomly and globally sample three video clips and
then regard them as samples of a pseudo video class (i.e., each raw video denotes a pseudo video class). In the right part, we
show the meta-learning process of our paradigm. For each meta-training step, we randomly sample an episode (cross-modal
classification task) to update our model, which is used to simulate the setting of the meta-testing task (test episode).

the query text embeddings (encoded by BERT-Base [7]) are clas-
sified according to pseudo video class labels. Concretely, for each
pseudo video class, we first obtain all video clip embeddings and
then average them as a video prototype. Each video prototype is a
reliable/generalizable video representation since it has aggregated
all video clip embeddings of the same pseudo video class. Further,
we follow the widely-used meta-learning method ProtoNet [39]
(designed for image classification), which predicts the class labels
of the query samples with a non-parameter nearest-neighbor clas-
sifier (i.e., a set of prototypes). Similarly, for video-text retrieval,
we predict the class labels of each query text with all video proto-
types. As shown in the right part of Figure 1, for each meta-training
step, we randomly sample 𝑁 pseudo video classes and their cor-
responding texts to form an 𝑁 -way episode (task), which mimics
the test episode of the meta-testing phase. After training in such
episode-based way, our proposed model can generalize well on new
tasks, including those from the same current dataset (in-dataset)
and those from different unseen datasets (cross-dataset).

Moreover, we induce a token-aware adaptive Transformer (TAAT)
module to further enhance the generalizability of our model. This
TAAT module is motivated by the fact that each video is often cor-
responding to multiple text descriptions with very different tokens.
For instance, one video we have met during training is described
by both ‘a woman is talking’ and ‘the audience is clapping’. There-
fore, we propose to adaptively adjust the classifier (i.e., the set of
video prototypes) for each query text according to the text tokens.
Specifically, for the attention layer of our TAAT, ‘queries’ are set to
the video prototypes, ‘keys’ and ‘values’ are text token embeddings
of each query text. In this way, the video prototypes become the
combination of original prototypes and the specific text tokens.

Overall, our model enhanced by TAAT achieves better performance
in video-text retrieval, which has been validated in Table 9.

Our main contributions are three-fold: (1) We propose a novel
Cross-Modal Meta-Transformer model termed CMMT for video-
text retrieval based on the concept of pseudo video class. We train
our model in a meta-learning paradigm with different training
episodes, where each episode represents a randomly constructed
cross-modal classification task. The cross-modal classification is
thus performed with a non-parameter classifier based on video class
prototypes, each of which aggregates all sparsely and globally sam-
pled video clips per pseudo video class. (2) We induce a token-aware
adaptive Transformer module to adaptively update the cross-modal
classifier (video class prototypes) according to the text tokens of
each individual query text. This adaption leads to the improved gen-
eralizability of our model. (3) We conduct extensive experiments on
three benchmarks with two settings (cross-dataset and in-dataset)
to demonstrate that our model achieves new state-of-the-art and
has more generalizability in video-text retrieval.

2 RELATEDWORK
2.1 Video-Text Retrieval
Video-text retrieval has been a popular but challenging task. A typi-
cal way [1, 11, 14, 25, 28, 34, 37, 48] to video representation learning
(for video-text retrieval) is utilizing expert models to pre-extract the
video features. These expert models are pre-trained on various tasks
and multiple modalities, including face/scene/object recognition
and action/sound classification. However, they suffer from the lack
of cross-modal interaction since models use pre-extracted single
modal features. Recentworks [3, 12, 18, 21, 23, 27, 29, 45, 50, 53] have
started to address this problem by training models directly from
raw videos/texts (without using pre-extracted features). Among
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them, [18, 23, 29, 50, 53] encode videos with the dense sampling
strategy, which requires costly computation. Differently, ClipBERT
[21] first proposes to sparsely sample video clips with short time
span to obtain clip-level predictions. Frozen [3] uniformly samples
one video clip and proposes a space-time Transformer to model
the video frames. In this paper, we propose to sparsely and glob-
ally sample several video clips from each raw video to compose
a pseudo video class. More importantly, inspired by the concept
of pseudo video class, we are able to devise a novel cross-modal
meta-Transformer termed CMMT for video-text retrieval.

2.2 Meta-Learning
Meta-learning has made remarkable progress for vision/language
classification tasks. Recent meta-learning approaches can be cat-
egorized into four groups: (1) Metric-based methods [39, 40, 49]
learn shared embedding space with distance metrics, including
Cosine and Euclidean distances. (2) Optimization-based methods
[24, 31, 36] aim to meta-learn new optimization algorithms, instead
of using the classic gradient decent, to quickly adapt to unseen tasks.
(3) Generation-based methods [13, 22, 52] meta-learn generators
on base tasks and then apply the generators to meta-testing. (4)
Model-based methods [10, 32] aim to learn a good model initializa-
tion on seen tasks in order to quickly fine-tune them on new tasks.
In this work, our CMMT for video-text retrieval is trained with
a metric-based meta-learning approach. That is, we classify the
query texts with pseudo video class prototypes by computing their
Euclidean metric distances, inspired by the popular metric-based
meta-learning method ProtoNet[39]. Moreover, to adapt our model
to different query texts, we propose to update the video prototypes
by a token-aware adaptive Transformer. Extensive results show
that our CMMT is effective for video-text retrieval.

2.3 Cross-Modal Transformer
Transformer is first introduced in [2] for machine translation. It
has now achieved great success in both natural language process-
ing [7, 41] and computer vision [8, 47]. A number of recent works
deploy Transformers for video-text retrieval [3, 11, 25, 53]. Act-
BERT [53] learns joint video-text embeddings by leveraging both
global and local clues from video-text pairs. MMT [11] proposes to
learn a multi-modal Transformer which utilizes many pre-extracted
features from multiple modalities. HiT [25] matches both feature-
level and semantic-level features by a hierarchical Transformer.
Frozen [3] proposes a new space-time Transformer to capture the
correlation among video frames. Although a cross-modal Trans-
former model is also deployed in this work, we are the first to
train it in a meta-learning paradigm, to the best of our knowledge.
Particularly, on top of the visual and text Transformer backbones,
we design a token-aware adaptive Transformer module to update
the video prototypes for each individual query text according to
the text tokens. The induced meta-learning process is shown to
improve the generalizability of our model.

3 METHODOLOGY
In this section, we first outline the framework overview of our
proposed model by describing the video-text retrieval task and our

video/text encoders. We then introduce our proposed CMMT and
its full loss for model training.

3.1 Framework Overview
3.1.1 Video-Text Retrieval. Given a dataset of N video-text pairs
D = {𝑉𝑖 ,𝑇𝑖 }N𝑖=1, where 𝑉𝑖 denotes a video with 𝑆𝑖 frames and 𝑇𝑖
denotes its paired text. The video-text retrieval task is to retrieve
the closest video (or text) given a query text (or video). Therefore,
its main goal is to learn a video encoder 𝑓𝑣 and a text encoder 𝑓𝑡
that can project each input video and its paired text into a joint
embedding space where they are well aligned.

3.1.2 Video Encoder. We follow recent works [3, 21] to learn video
representations based on sparsely-sampled video clips, but with
different frame sampling strategy (see more details in following
sections). For each raw video𝑉𝑖 with 𝑆𝑖 frames, we randomly sample
𝐾 video clips 𝑉 𝑣

𝑖, 𝑗
with 𝑠 < 𝑆𝑖 frames per video clip, where 𝑗 =

1, 2, · · · , 𝐾 . We first extract the visual embeddings 𝐹 𝑣
𝑖, 𝑗

∈ R𝑠×𝑑𝑣 of
all sampled frames through a pre-trained image encoder 𝑓𝑖𝑚𝑔 (e.g.,
ViT-Base model [8]), with 𝑑𝑣 being the output dimension:

𝐹 𝑣𝑖, 𝑗 [𝑟 ] = 𝑓𝑖𝑚𝑔 (𝑉
𝑣
𝑖, 𝑗 [𝑟 ]), 𝑟 = 1, · · · , 𝑠, (1)

where𝑉 𝑣
𝑖, 𝑗
[𝑟 ] denotes the 𝑟 -th frame of the video clip𝑉 𝑣

𝑖, 𝑗
and 𝐹 𝑣

𝑖, 𝑗
[𝑟 ]

is the 𝑟 -th row of the extracted visual embeddings 𝐹 𝑣
𝑖, 𝑗
. Before we

align the video and text embeddings, we need to make sure that the
dimensions between video and text embeddings are equal. Thus,
we adopt a linear projection layer:

𝐹 𝑣𝑖, 𝑗 [𝑟 ] = Linear(𝐹 𝑣𝑖, 𝑗 [𝑟 ]), 𝑟 = 1, · · · , 𝑠, (2)

where 𝐹 𝑣
𝑖, 𝑗
[𝑟 ] ∈ R𝑑 denotes the 𝑟 -th projected visual embeddings of

𝐹 𝑣
𝑖, 𝑗

with output dimension 𝑑 . Linear(·) denotes a linear projection
layer. Temporal correlation across the sampled frames is captured by
a Transformer [42] module 𝑓𝑎𝑡𝑡 , and the final video clip embedding
𝐹 𝑣
𝑖, 𝑗

is obtained by averaging the output embeddings:

𝐹 𝑣𝑖, 𝑗 = Avg(𝑓𝑎𝑡𝑡 (𝐹 𝑣𝑖, 𝑗 [1], 𝐹
𝑣
𝑖, 𝑗 [2], · · · , 𝐹

𝑣
𝑖, 𝑗 [𝑠])), (3)

where Avg(·) denotes the average pooling function. The video clip
embedding 𝐹 𝑣

𝑖, 𝑗
is a 𝑑-dimensional vector, which has the same di-

mension as the text embedding. Overall, Eqs. (1)–(3) denote the
process of encoding a video clip by our entire video encoder 𝑓𝑣 .

3.1.3 Text Encoder. For each raw text 𝑇𝑖 , we first tokenize it into
a token list [𝑡𝑖1, 𝑡

𝑖
2, · · · , 𝑡

𝑖
𝑙𝑖
], where 𝑙𝑖 denotes the length of the text

𝑇𝑖 . We then project the token list into a sequence of text token
embeddings through a pre-trained language model 𝑓𝑙𝑎𝑛𝑔 (e.g., BERT-
Base model [7]):

𝐹 𝑡𝑖 = 𝑓𝑙𝑎𝑛𝑔 (𝑡𝑖1, 𝑡
𝑖
2, · · · , 𝑡

𝑖
𝑙𝑖
), (4)

where 𝐹 𝑡
𝑖
∈ R𝑙𝑖×𝑑𝑡 , with 𝑑𝑡 being the output dimension. Then we

project all text token embeddings into the 𝑑-dimensional space (𝑑
is also the dimension of the video clip embedding 𝐹𝑐

𝑖, 𝑗
):

𝐹 𝑡𝑖 [𝑟 ] = Linear(𝐹 𝑡𝑖 [𝑟 ]), 𝑟 = 1, · · · , 𝑙𝑖 , (5)

where Linear(·) is a linear projection layer with the output dimen-
sion 𝑑 . We finally obtain the text embedding 𝐹 𝑡

𝑖
by averaging all
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Figure 2: Schematic illustration of our CMMTmodel. Each
video prototype (colored in yellow) is computed for a pseudo
video class. The token-aware adaptive Transformer is an
attention module to update the video prototypes for each
individual query text. Based on both the original video proto-
types and the updated video prototypes, we devise two losses
(i.e., 𝐿𝑐𝑙𝑠 and 𝐿𝑡𝑎𝑎𝑡 ) for video-text retrieval.

text token embeddings:

𝐹 𝑡𝑖 = Avg(𝐹 𝑡𝑖 [1], 𝐹
𝑡
𝑖 [2], · · · , 𝐹

𝑡
𝑖 [𝑙𝑖 ]), (6)

where 𝐹 𝑡
𝑖
[𝑟 ] ∈ R𝑑 denotes the 𝑟 -th text token embedding of 𝐹 𝑡

𝑖
.

Overall, Eqs. (4)–(6) denote the process of encoding a raw text by
our entire text encoder 𝑓𝑡 .

3.2 Cross-Modal Meta-Transformer
3.2.1 Pseudo Video Class. To effectively and efficiently learn video
representations, we sample video clips in a sparse and global way.
Specifically, for each raw video 𝑉𝑖 with 𝑆𝑖 frames, we uniformly di-
vide it into 𝑠 equal fragments and randomly sample one frame from
each fragment to compose a video clip. Since video clips sampled
from the same video have similar semantic contents, they can be
regarded as different samples of the same class. In other words, they
are similar/positive samples w.r.t. each other and compose a pseudo
video class together. With the concept of pseudo video class, we
thus propose a new meta-learning paradigm for video-text retrieval.
Concretely, we are given a training set D𝑠 and a test set D𝑢 , where
D𝑠 ∩ D𝑡 = ∅. Our model is trained on a set of seen pseudo video
classes 𝐶𝑠 from 𝐷𝑠 and evaluated on a set of unseen pseudo video
classes 𝐶𝑢 from 𝐷𝑢 . Following the standard meta-learning process,
our CMMT aims to bridge the gap between𝐶𝑠 and𝐶𝑢 by simulating
the test setting while training.

For each training step, we thus define a 𝑁 -way 𝐾-shot 𝑄-query
fine-grained classification episode (task) 𝑒 , where 𝑁 is the number
of classes (raw videos), 𝐾 is the number of support samples (video
clips) per class, and 𝑄 denotes the number of query samples (texts)
per class. Formally, we randomly sample𝑁 classes to form a support
set S𝑒 = {(𝑉 𝑣

𝑖, 𝑗
, 𝑦𝑖, 𝑗 ) |𝑦𝑖, 𝑗 ∈ C𝑒 , 𝑖 = 1, · · · , 𝑁 , 𝑗 = 1, · · · , 𝐾} and a

query set Q𝑒 = {(𝑇𝑖 , 𝑦𝑖 ) |𝑦𝑖 ∈ C𝑒 , 𝑖 = 1, · · · , 𝑁 ×𝑄}, where 𝐶𝑒 is a
subset of𝐶𝑠 (|𝐶𝑒 | = 𝑁 ). Note that all the query texts corresponding
to a video should be assigned with the same pseudo class label.

3.2.2 Meta-Learning with Video Prototypes. The schematic illus-
tration of our CMMT is presented in Figure 2. We instantiate our

model based on ProtoNet [39], a widely-used meta-learning method
for image classification. We seamlessly transfer it to video-text re-
trieval with pseudo video classes. Concretely, for each pseudo video
class 𝑐 ∈ 𝐶𝑒 , we randomly sample 𝐾 video clips and separately
encode them to video clip embeddings through the video encoder
𝑓𝑣 . We then define the pseudo video prototype P𝑐 as the final video
embedding which aggregates all video clip embeddings to represent
the pseudo video class 𝑐 for the classification task:

P𝑐 =
1
𝐾

∑︁
(𝑉 𝑣

𝑖,𝑗
,𝑦𝑖,𝑗 ) ∈S𝑒

𝑓𝑣 (𝑉 𝑣𝑖, 𝑗 ) · 𝐼 (𝑦𝑖, 𝑗 = 𝑐), (7)

where 𝑦𝑖, 𝑗 denotes the class label of 𝑉 𝑣𝑖, 𝑗 , 𝐼 (·) denotes an indicator
function, and the pseudo video class 𝑐 ∈ 𝐶𝑒 . Note that 𝑓𝑣 (·) is the
video clip encoding process defined by Eqs. (1)–(3).

For each query text 𝑇𝑖 , we encode its tokens through the entire
text encoder 𝑓𝑡 to gain the text token embeddings and average
them to obtain the text embedding. Then we compute the metric
distance (e.g., Euclidean distance) between each query and the
video prototypes to construct a cross-entropy loss for meta-learning.
Formally, the cross-modal classification loss is defined as:

𝐿𝑐𝑙𝑠 =
1
𝑁𝑄

∑︁
(𝑇𝑖 ,𝑦𝑖 ) ∈Q𝑒

− log
exp(−𝑑 (𝑓𝑡 (𝑇𝑖 ),P𝑦𝑖 ))∑︁

𝑐∈C𝑒
exp(−𝑑 (𝑓𝑡 (𝑇𝑖 ),P𝑐 ))

, (8)

where 𝑑 (·) is a distance function (Euclidean distance is used in this
work). 𝑓𝑡 (·) is the text encoding process defined in Eqs. (4)–(6).

3.2.3 Token-Aware Adaptive Transformer. In the video-text datasets,
each video is typically associated with many texts (e.g., 20 text de-
scriptions per video). These texts often describe the video from
different angles/viewpoint, resulting in that different texts have
very different text tokens. However, the classic prototype-based
loss 𝐿𝑐𝑙𝑠 applies the same set of video prototypes to every (query)
text, which may bring harm on the performance of our model. To
tackle this problem, we devise a token-aware adaptive Transformer
(TAAT) module to adjust the video prototypes for each individual
query text based on its text token embeddings.

Concretely, for each query text 𝑇𝑖 , we first obtain all the text
token embeddings 𝐹 𝑡

𝑖
by Eqs. (4)–(5). We then adopt a Transformer

which takes the triplet (P𝑎𝑙𝑙 , 𝐹 𝑡𝑖 , 𝐹
𝑡
𝑖
) as input (i.e., as the queries,

keys, and values, respectively), where P𝑎𝑙𝑙 denotes all video proto-
types in an episode. As a result, P𝑎𝑙𝑙 is updated by:

P̂𝑎𝑙𝑙 = P𝑎𝑙𝑙 + softmax(
P𝑎𝑙𝑙𝑊𝑄 (𝐹 𝑡

𝑖
𝑊𝐾 )𝑇√

𝑑
)𝐹 𝑡𝑖𝑊𝑉 , (9)

where𝑊𝑄 ,𝑊𝐾 , and𝑊𝑉 denote the parameters of the fully-connected
layers in the Transformer. The text token embeddings are used to
define both keys and values for the Transformer module, but the
video prototypes are used to define the queries, since we expect it
to be updated by the token embeddings of each query text. With
the obtained token-aware class prototypes, we can now define the
adaptive classification loss by:

𝐿𝑡𝑎𝑎𝑡 =
1
𝑁𝑄

∑︁
(𝑇𝑖 ,𝑦𝑖 ) ∈Q𝑒

− log
exp(−𝑑 (𝑓𝑡 (𝑇𝑖 ), P̂𝑦𝑖 ))∑︁

𝑐∈C𝑒
exp(−𝑑 (𝑓𝑡 (𝑇𝑖 ), P̂𝑐 ))

. (10)
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Algorithm 1 CMMT for video-text retrieval
Input: Video encoder 𝑓𝑣 (with parameters 𝜃𝑣 )

Text encoder 𝑓𝑡 (with parameters 𝜃𝑡 )
A dataset D of video-text pairs
The hyper-parameters 𝜆

Output: The learned 𝑓 ∗𝑣 and 𝑓 ∗𝑡
1: for all iteration = 1, 2, · · · , MaxIteration do
2: Sample an 𝑁 -way 𝐾-shot 𝑄-query episode 𝑒 from D𝑠 ;
3: Obtain video clip embeddings 𝐹 𝑣

𝑖, 𝑗
with Eq. (3);

4: Obtain text embeddings 𝐹 𝑡
𝑖
with Eq. (6);

5: Obtain pseudo video class prototypes P𝑐 with Eq. (7);
6: Obtain updated video prototypes P̂𝑐 with Eq. (9);
7: Compute 𝐿𝑐𝑙𝑠 with Eq. (8);
8: Compute 𝐿𝑡𝑎𝑎𝑡 with Eq. (10);
9: Compute 𝐿𝑡𝑜𝑡𝑎𝑙 with Eq. (11);
10: Compute the gradients ∇𝑓𝑣𝐿𝑡𝑜𝑡𝑎𝑙 and ∇𝑓𝑡 𝐿𝑡𝑜𝑡𝑎𝑙 ;
11: Update 𝑓𝑣 and 𝑓𝑡 using Adam;
12: end for
13: return the found best 𝑓 ∗𝑣 and 𝑓 ∗𝑡 .

3.3 Full Loss for Model Training
The token-aware adaptive Transformer module updates the video
prototypes by computing the attention map between the original
video prototypes and text token embeddings, which requires video
and text embeddings are reliably aligned in the joint embedding
space. Therefore, we need to train our CMMT with both 𝐿𝑐𝑙𝑠 and
𝐿𝑡𝑎𝑎𝑡 (experimental evidence is presented in Table 9):

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑐𝑙𝑠 + 𝜆 ∗ 𝐿𝑡𝑎𝑎𝑡 , (11)

where 𝜆 is the weight hyper-parameter. The full algorithm for
training our CMMT is presented in Algorithm 1.

4 EXPERIMENTS
4.1 Experimental Setup
In this section, we will introduce the datasets used in our work, the
metrics to evaluate our model and the pre-training details. More
implementation details can be found in our supplementary material.

4.1.1 Datasets. We evaluate our SST-VLM model on three bench-
marks (including cross-dataset and in-dataset settings). (1)MSR-
VTT [46] contains 10k videos with 200k paired texts. Following
recent works [3, 11, 26], we use the 1k-A split with 9k training
videos and 1k test videos. (2) DiDeMo [15] has 10k Flickr videos
annotated with 40k texts. We follow [3, 21] to evaluate our model on
paragraph-to-video retrieval, where all texts for each video are con-
catenated into one query paragraph. (3)MSVD [5] consists of 1,970
videos from YouTube with 80k English texts, where each video has
about 40 corresponding texts. Following [3, 26, 34], we use the stan-
dard split: 1,200 videos for training, 100 videos for validation, and
670 ones for testing. (4) ActivityNet [19] has 20k videos collected
from YouTube annotated with 100K texts. We follow [3, 14, 21],
using 10K training videos and 4.9K test videos (the val1 split). All
texts are concatenated into one query paragraph.

Table 1: Cross-dataset results for text-to-video retrieval on
MSVD. Models are all trained on the MSR-VTT training set
and then directly evaluated on the MSVD test set.

Method R@1 ↑ R@5 ↑ R@10 ↑ MedR ↓
VSE++ [9] 13.8 34.6 46.1 13.0
Dual [30] 12.7 32.0 43.8 15.0
HGR [26] 16.4 38.3 49.8 11.0
HCGC [16] 17.4 39.6 52.9 9.0
CMMT (ours) 35.1 64.4 75.9 3.0

4.1.2 Performance Evaluation. We evaluate the video-text retrieval
performance with the widely-used evaluation metrics in informa-
tion retrieval, including Recall at K (shortened as R@K, K=1, 5,
10) and Median Rank (shortened as MedR). R@K refers to the per-
centage of queries that are correctly retrieved in the top-K most
related candidates, where higher score indicates better performance.
MedR computes the median rank of correct answers in the retrieved
ranking list, where lower score indicates better performance.

4.1.3 Model Pre-Training. Note that our CMMT is also applicable
for image-text retrieval when we remove the temporal Transformer
module from the video encoder. Concretely, for each training step,
we sample 𝑁 image-text pairs which can be regarded as a 𝑁 -way 1-
shot 1-query classification task. Therefore, similar to ClipBERT [21]
and Frozen [3], our CMMT is pre-trained on a pure image-text
dataset. In this paper, our pre-training dataset has 5.3M image-
text pairs, which consists of CC3M [38], SBU [33], Flickr30k [35],
VisGenome [20], and COCO [6]. Since our computation resource is
very restricted, we do not pre-train our CMMT on the large-scale
video-text dataset HowTo100M [29]. Although we only pre-train
our model with a pure image-text dataset that has the smallest
number of visual-text pairs, our CMMT still achieves new state-of-
the-art on three benchmarks.

4.1.4 Implementation Details. Our CMMT adopts ViT-Base [8] as
the pre-trained image encoder (the basis of video encoder) and
BERT-Base [7] as the pre-trained language encoder (the basis of
the text encoder). During the training stage, all frames are resized
to 384×384, and augmented by random-crop, horizontal-flip, gray-
scaling, and color-jitter. The last eight layers of our image and
language encoders are set to be learnable and other layers are
frozen during model training, due to limited computation resource.
We train our model for 1,500 iterations, and the total training time
is around 1.5 hours with 8 Tesla V100 GPUs. We empirically set
the hyper-parameters as: 𝜆 = 0.5, and the initial learning rate
= 5𝑒 − 5 (reduced to 5𝑒 − 6 after 750 iterations). Unless otherwise
specified, for each training step, we sample a 48-way 3-shot 10-
query classification task.

4.2 Cross-Dataset Text-to-Video Retrieval
Table 1 shows the text-to-video retrieval results of our CMMT
under the cross-dataset retrieval setting. Following recent works
[9, 16, 17, 26, 30], we train our model on the MSR-VTT training
set with the full split (which consists of 6.5k videos) and then
directly evaluate it on the MSVD test set (without fine-tuning on
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Table 2: Cross-dataset results for text-to-video retrieval on
DiDeMo.We train ourmodels (different variants) on theMSR-
VTT 1k-A training set and then directly evaluate them on
the DiDeMo test set. ‡ denotes that the model is fine-tuned
on the DiDeMo training set.

Method Frames R@1 ↑ R@5 ↑ R@10 ↑
ClipBERT [21]‡ 16 20.4 48.0 60.8
Frozen [3]‡ 32 34.6 65.0 74.7
3-shot (w/ TAAT, ours)‡ 3×3 36.9 66.3 75.7
1-shot (w/o TAAT, ours) 1×9 24.1 51.4 64.2
1-shot (w/ TAAT, ours) 1×9 25.5 52.2 63.2
1-shot (w/o TAAT, ours) 1×3 18.3 38.8 49.5
1-shot (w/ TAAT, ours) 1×3 19.9 40.2 50.6
2-shot (w/o TAAT, ours) 2×3 23.6 50.4 61.1
2-shot (w/ TAAT, ours) 2×3 25.4 52.1 62.4
3-shot (w/o TAAT, ours) 3×3 24.3 50.9 63.9
3-shot (w/ TAAT, ours) 3×3 26.3 52.4 64.8

the training set). We can see that our CMMT outperforms all other
methods with a large margin, indicating that our meta-learning
paradigm indeed enhances the generalization ability of our model
for video-text retrieval.

Furthermore, we also provide the generalization results on the
DiDeMo test set obtained by our CMMT in Table 2, where our
CMMT is trained on the MSR-VTT training set. Since other works
[3, 21] do not release their fine-tuned model on MSR-VTT, we only
list their results for models fine-tuned on the DiDeMo training
set. We notice that our zero-shot results on DiDeMo even beat
the fine-tuning results of [21] (see the last row vs. the 1st row). In
addition, we conduct extensive experiments with different variants
of our CMMT (4th row to the last row) to further demonstrate the
effectiveness of our new meta-learning paradigm (including the
TAAT module) under the cross-dataset retrieval setting.

4.3 Visualization Results
To directly show that our CMMT model has learned to align the
video and text embeddings and also has great generalization abil-
ity, we present the attention maps of the input frames (given text
descriptions) and the video-text retrieval examples on the MSVD
test set under both cross-dataset and in-dataset retrieval settings.

4.3.1 Attention Visualization. We adopt a recent Transformer vi-
sualization method [4] to visualize the Transformer-based video
encoder of our CMMT model. It can highlight the relevant regions
of input image frames by computing the gradients of training losses
with the input text. This enables us to find out which part of the in-
put image frame is more relevant to the input text according to our
CMMT’s understanding. Specifically, in Figure 3, we present a video-
text pair sampled from theMSVD test set and the attention visualiza-
tion for our CMMT under both cross-dataset (trained on MSR-VTT
and then directly evaluated on MSVD) and fine-tuning/in-dataset
(trained on MSR-VTT and then fine-tuned on MSVD) settings. In
the 1st row, it is a 4-frame video clip with the text description
‘A gymnast is doing back flips then falls’. The 2nd and 3rd rows
present the attention maps of our CMMT, where they have correctly

Figure 3: Attention visualization for our CMMT model. The
heatmaps are shown for a video-text pair sampled from the
MSVD test set. We present the visualization results for our
CMMT model under both cross-dataset (the 2nd row) and
fine-tuning (the 3rd row) settings.

captured the ‘gymnast’ of all frames. Note that our cross-dataset
model can obtain comparable/similar results against our fine-tuned
model. Therefore, these visualization results demonstrate that our
CMMT is able to generalize well on new datasets and has learned
to understand the semantic content in videos.

4.3.2 Retrieval Examples. Figure 4 presents a text-to-video retrieval
example sampled from the MSVD test set obtained by our CMMT
model under both cross-dataset and fine-tuning/in-dataset settings.
We list top-3 retrieved videos (with the same query text “A person
is writing with a pencil”) under both settings. It can be clearly seen
that: (1) Given the query text, the ground-truth video is correctly
retrieved at the 1st place by both the cross-dataset and fine-tuning
models. (2) The 2nd and 3rd retrieved videos have similar semantic
contents that are (partially) related to the query text under both
settings. Concretely, in the 2nd and 3rd retrieved videos, we can see
key contents of the query text including “a person” and “a pencil”.
These observations show that our CMMT has learned to align the
video and text embeddings for video-text retrieval and indeed has
great generalization ability (even without fine-tuning).

4.4 Further Evaluation
4.4.1 In-Dataset Text-to-Video Retrieval. Sincemost of recentworks
[3, 21, 28, 48] focus on in-dataset text-to-video retrieval (i.e., fine-
tuning setting), we follow their settings to evaluate our model.
Table 3 summarizes the comparative results for in-dataset text-to-
video retrieval on the DiDeMo benchmark dataset. We compare our
CMMT model with recent representative/latest methods. Although
our CMMT model is pre-trained on the smallest dataset which has
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Figure 4: Text-to-video retrieval examples for our CMMT
model. All examples are sampled from the MSVD test set.
We present the retrieval examples under both cross-dataset
(upper part) and fine-tuning (lower part) settings.

Table 3: Comparison to the state-of-the-art results for text-
to-video retrieval on the DiDeMo test set. ∗ denotes that lo-
calization annotations are used.

Method R@1 ↑ R@5 ↑ R@10 ↑ MedR ↓
S2VT [43] 11.9 33.6 - 13.0
FSE [51] 13.9 36.0 - 11.0
CE [26] 16.1 41.1 - 8.3
ClipBERT [21]∗ 20.4 48.0 60.8 6.0
Frozen [3]∗ 34.6 65.0 74.7 3.0
BridgeFormer [12] 37.0 62.2 73.9 3.0
CMMT (ours) 37.3 66.3 75.7 2.0

only 5.3M image-text pairs in total, it still achieves the best perfor-
mance. This suggests that our CMMT has great potential even with
limited pre-training data. Concretely, we observe that: our CMMT
outperforms the second-best results by 0.3% on R@1, 1.3% on R@5,
1.0% on R@10, and 1.0 on MedR (2.0 vs. 3.0). As compared with
ClipBERT [21] (the current best method pre-trained on image-text
datasets), our model leads to even larger margins.

Table 4 presents the comparative results for text-to-video re-
trieval on MSR-VTT. On both 7k and 1k-A splits, we compare our

Table 4: Comparison to the state-of-the-art results for text-
to-video retrieval on the MSR-VTT test set. The upper and
bottom blocks show the results on 7k split and 1k-A split,
respectively. Notations: ∗ denotes that extra modalities (e.g.,
motion and audio) are used; # PT Pairs: the number of vision-
text pairs in the pre-training cross-modal datasets.

Model # PT Pairs R@1↑ R@5↑ R@10↑ MedR↓
JSFusion [50] - 10.2 31.2 43.2 13.0
HT MIL-NCE [29] >100M 14.9 40.2 52.8 9.0
ActBERT [53] >100M 16.3 42.8 56.9 10.0
HERO [23] >100M 16.8 43.4 57.7 -
VidTranslate [18] >100M 14.7 - 52.8 -
NoiseEstimation∗ [1] >100M 17.4 41.6 53.6 8.0
UniVL∗ [28] >100M 21.2 49.6 63.1 6.0
ClipBERT [21] 5.6M 22.0 46.8 59.9 6.0
TACo∗ [48] >100M 24.8 52.1 64.5 5.0
CMMT (ours) 5.3M 31.4 58.6 71.4 4.0

1k-A split:
CE [26] - 20.9 48.8 62.4 6.0
AVLnet∗ [37] >100M 27.1 55.6 66.6 4.0
MMT∗ [11] >100M 26.6 57.1 69.6 4.0
CMGSD [14] >100M 26.1 56.8 69.7 4.0
HiT [25]∗ >100M 30.7 60.9 73.2 2.6
TACo∗ [48] >100M 28.4 57.8 71.2 4.0
Support Set∗ [34] >100M 30.1 58.5 69.3 3.0
Frozen [3] 5.5M 31.0 59.5 70.5 3.0
CMMT (ours) 5.3M 34.1 61.7 74.6 3.0

Table 5: Comparison to the state-of-the-art results for text-
to-video retrieval on ActivityNet.

Method R@1 ↑ R@5 ↑ R@10 ↑ MedR ↓
FSE [51] 18.2 44.8 89.1 7.0
CE [26] 18.2 47.7 91.4 6.0
HSE [51] 20.5 49.3 – –
MMT [11] 22.7 54.2 93.2 5.0
Support Set [34] 26.8 58.1 93.5 3.0
CMGSD [14] 24.2 56.3 94.0 4.0
CMMT (ours) 29.4 58.9 94.9 3.0

CMMT with a wide variety of representative/latest methods. Re-
sults show that our CMMT has great potential even with limited
data. Concretely, we can observe that: (1) For the 7k split, our
CMMT outperforms TACo (the current best method pre-trained on
HowTo100M) by 6.6% on R@1, 6.5% on R@5, 6.9% on R@10, and 1.0
on MedR (4.0 vs. 5.0). (2) For the 1k-A split, our CMMT has the best
performance on R@1, R@5, and R@10, and achieves competitive
MedR w.r.t. HiT [25] (which is pre-trained on HowTo100M and also
adopts pre-extracted expert features).

Table 5 shows the comparative results for text-to-video retrieval
on ActivityNet [19]. This dataset has longer videos (average length
is 180 seconds) than other datasets. Since video clips are globally
sampled, our CMMT can capture more complete content from each
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Table 6: Comparison to the state-of-the-art results for text-
to-video retrieval on the MSVD test set.

Method R@1 ↑ R@5 ↑ R@10 ↑ MedR ↓
VSE++ [9] 15.4 39.6 53.0 9.0
Multi. Cues [30] 20.3 47.8 61.1 6.0
CE [26] 19.8 49.0 63.8 6.0
Support Set [34] 28.4 60.0 72.9 4.0
Frozen [3] 33.7 64.7 76.3 3.0
CMMT (ours) 36.9 67.9 78.4 2.0

Table 7: Comparison to the state-of-the-arts for video-to-text
retrieval on the MSR-VTT 1k-A test set.

Method R@1 ↑ R@5 ↑ R@10 ↑ MedR ↓
CE [26] 20.9 48.8 62.4 6.0
AVLnet [37] 28.5 54.6 65.2 4.0
MMT [30] 28.0 57.5 69.7 3.7
Support Set [34] 28.5 58.6 71.6 3.0
CMGSD [14] 27.2 58.0 69.5 3.9
CMMT (ours) 31.2 59.3 72.4 3.0

Table 8: Comparison to the state-of-the-art results for video-
to-text retrieval on ActivityNet.

Method R@1 ↑ R@5 ↑ R@50 ↑ MedR ↓
FSE [51] 16.7 43.1 88.4 7.0
CE [26] 17.7 46.6 90.9 6.0
HSE [51] 18.7 48.1 – –
MMT [11] 22.9 54.8 93.1 4.3
Support Set [34] 25.5 57.3 93.5 3.0
CMGSD [14] 24.6 56.8 93.8 4.0
CMMT (ours) 27.4 58.1 94.2 3.0

video. The results show that our CMMT outperforms the second
best method by 2.6% on R@1, 0.8% on R@5, and 1.4% on R@10.
Meanwhile, our CMMT also achieves the best MedR=3.0 (equal to
that of [34]). To further verify the effectiveness of our CMMT, we
conduct extra experiments on MSVD [5] in Tables 6. We find that
our CMMT still achieves new state-of-the-art.

4.4.2 Video-to-Text Retrieval. To further demonstrate the effective-
ness of our CMMT,We evaluate it on two benchmarks for the video-
to-text retrieval task: MSR-VTT and ActivityNet. Table 7 presents
the comparative results for video-to-text retrieval on MSR-VTT. We
observe that our CMMT outperforms the recent state-of-the-art (i.e.,
Support Set [34] pre-trained on Howto100M [29]) by 2.7% on R@1,
0.7% on R@5, and 0.8% on R@10. It also leads to the best MedR=3.0.
Moreover, Table 8 shows the comparative results on ActivityNet. It
can be seen that our CMMT still achieves state-of-the-art. Overall,
the superior performance of our model for video-to-text retrieval
(including text-to-video retrieval) indicates that our model has been
well-trained to align the video and text embeddings.

Table 9: Ablation study for different training losses used in
our CMMT. Text-to-video retrieval results are reported on the
MSR-VTT 1k-A test set. All experiments are conducted under
the 48-way setting. 𝐾-shot: 𝐾 clips per video/class; Frames:
the number of frames per video/class.

𝐾-shot +𝐿𝑐𝑙𝑠 +𝐿𝑡𝑎𝑎𝑡 Frames R@1 ↑ R@5 ↑ R@10 ↑
1-shot ✓ × 1×9 32.8 60.2 72.6
1-shot × ✓ 1×9 30.7 58.9 69.7
1-shot ✓ ✓ 1×9 33.3 61.0 73.7
1-shot ✓ × 1×3 30.0 59.4 71.5
1-shot ✓ ✓ 1×3 30.4 60.1 72.0
2-shot ✓ × 2×3 32.4 60.7 72.3
2-shot ✓ ✓ 2×3 32.7 61.1 72.5
3-shot ✓ × 3×3 32.6 61.1 73.0
3-shot ✓ ✓ 3×3 34.1 61.7 74.6

4.4.3 Ablation Study Results. We have two cross-modal losses dur-
ing our CMMT training process: 𝐿𝑐𝑙𝑠 and 𝐿𝑡𝑎𝑎𝑡 . In Table 9, we
conduct extensive experiments (in-dataset) to analyze their contri-
butions. It can be observed that: (1) Since 𝐿𝑡𝑎𝑎𝑡 is a cross-modal
classification loss based on updating the video prototypes learned
by 𝐿𝑐𝑙𝑠 , training CMMT with only 𝐿𝑡𝑎𝑎𝑡 (without 𝐿𝑐𝑙𝑠 ) may not
obtain promising performance in video-text retrieval. This is em-
pirically verified by conducting ablative experiments with only
𝐿𝑡𝑎𝑎𝑡 (the 2nd row) and only 𝐿𝑐𝑙𝑠 (the 1st row). Therefore, in all
other experiments, training the model with (at least) the loss 𝐿𝑐𝑙𝑠
becomes our default setting. (2) Training with both 𝐿𝑐𝑙𝑠 and 𝐿𝑡𝑎𝑎𝑡
can achieve better performance than the default setting, which
validates the effectiveness of our TAAT module. (3) Sampling more
samples (shots) from each pseudo video class can consistently im-
prove the performance of our CMMT. That is, with the number of
shots increases, our CMMT is achieving better results (4th row to
9th row). Interestingly, even without using more frames, sampling
more shots can help our CMMT learn more generalizable repre-
sentations for video-text retrieval (comparing the 3rd row and 9-th
row, both with 9 frames sampled).

5 CONCLUSIONS
This paper presents a novel cross-modal meta-Transformer (CMMT)
model for video-text retrieval. Firstly, for each raw video, we pro-
pose to sparsely and globally sample video clips which are regarded
as different samples of a pseudo video class (i.e., each raw video
denotes a pseudo video class). Further, we train our CMMT among
cross-modal classification tasks with video prototypes, each of
which aggregates all video clips of a pseudo video class. To im-
prove the generalizability of our model, we induce a token-aware
adaptive Transformer (TAAT) module. Extensive experiments on
several benchmarks show that our model achieves new state-of-
the-art under the cross-dataset setting. These generalization results
also indicate the high generalizability of our CMMT.
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