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ABSTRACT
Ranking has been one of the most important tasks in information
retrieval. With the development of deep representation learning,
many researchers propose to encode both the query and items
into embedding vectors and rank the items according to the inner
product or distance measures in the embedding space. However, the
ranking models based on vector embeddings may have shortages in
effectiveness and efficiency. For effectiveness, they lack the intrinsic
ability tomodel the diversity and uncertainty of queries and items in
ranking. For efficiency, nearest neighbor search in a large collection
of item vectors can be costly. In this work, we propose to use the
recently proposed probabilistic box embeddings for effective and
efficient ranking, in which queries and items are parameterized as
high-dimensional axis-aligned hyper-rectangles. For effectiveness,
we utilize probabilistic box embeddings to model the diversity and
uncertainty with the overlapping relations of the hyper-rectangles,
and prove that such overlapping measure is a kernel function which
can be adopted in other kernel-based methods. For efficiency, we
propose a box embedding-based indexing method, which can safely
filter irrelevant items and reduce the retrieval latency. We further
design a training strategy to increase the proportion of irrelevant
items that can be filtered by the index. Experiments on public
datasets show that the box embeddings and the box embedding-
based indexing approaches are effective and efficient in two ranking
tasks: ad hoc retrieval and product recommendation.
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1 INTRODUCTION
The ranking task, such as document ranking, recommendation
systems, is one of the basic tasks in information retrieval (IR). In
general, the ranking model aims to match queries with items (i.e.
documents, products) from a large set of candidate collections, and
produce a ranking list by computing numeric scores to measure
the relevance between the queries and items.

Recently, with the development of deep representation learning
[8, 34], many researchers propose to encode queries and items into
dense vector embeddings in a low-dimensional Euclidean space
to better model the semantic relations between them. Based on
the learned vector embeddings, the Euclidean distances or inner
products between vector embeddings of queries and items can
be utilized to measure their relevance in ranking. Previous work
has demonstrated that dense vector embeddings-based methods
achieve convincing performance on many IR-related tasks [21].
Furthermore, ANNS (Approximate Nearest Neighbor Search) al-
gorithms [12, 17, 18] can leverage a precomputed ANNS index to
efficiently retrieve the approximate top 𝐾 items that are similar to
a given query, from a large collection of items. However, vector
embedding-based learning and indexing methods may have some
problems in both effectiveness and efficiency, respectively. For ef-
fectiveness, vector embeddings (i.e. a single point in the embedding
space) may be a suboptimal choice to model the semantic diversity
and uncertainty of queries and items. Figure 1 shows an example
in recommendation where the "queries" and "items" correspond
to the user preference and products respectively. From this figure,
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Figure 1: Two dimensional examples in recommendation to
explain the diversity and uncertainty of queries and items.

we can see that a user may have some acceptable ranges of price
and style for the products, and a product may also be associated
with the price fluctuation and several styles due to its versatile
attributes. The user usually chooses a product based on the partial
matching of her preference and the item’s attributes. Similarly, for
ad hoc search, the short query can be ambiguous and be relevant to
several subtopics, a document may cover diverse topics and thus be
relevant to queries with disparate information needs. It is hard to
model the semantic diversity and uncertainty of queries and items
with a single point in the vector space. For efficiency, the exact
nearest neighbor search in a high-dimensional vector space can
be prohibitively time-consuming for a large corpus. Therefore, a
variety of ANNS algorithms [7, 18, 25, 32] are utilized to improve
the retrieval efficiency. However, as the ANNs algorithms can only
retrieve the approximate top-k nearest neighbors, there is a trade-
off between the speedup brought by the ANNS and the retrieval
accuracy.

Recently, a series of geometric-inspired embedding models [6, 9,
22, 23, 28, 33, 35–37] have been proposed and drawn much atten-
tion from researchers. Probabilistic box embeddings [6, 23, 33, 36],
which is a typical variants of these models, has demonstrated its
superior representation ability to model the hierarchical [9, 28] and
transitive relations [6, 22, 23, 33, 35, 36], entailments [23], and the
uncertainty [37]. As the probabilistic box embedding model repre-
sents objects (i.e. queries, items) as multi-dimensional axis-aligned
hyper-rectangles, we believe that it can improve the effectiveness
and efficiency for ranking tasks. For effectiveness, from the exam-
ple shown in Figure 1, we can see that after mapping the queries
and items to box representation, probabilistic box embeddings can
naturally model the semantic diversity and uncertainty of queries
or items. The volume of the overlapping box between query box
and item box can be use as an intuitive similarity measure for the
queries and items. For efficiency, as shown in Figure 1, we can easily
judge whether a query box and an item box have overlapping in
space. If two boxes are disjoint with each other, it means that they

are not relevant. After representing the query and documents as
boxes, we can leverage this property to efficiently filter irrelevant
items, which will reduce the time needed in searching for relevant
items.

Therefore, in this work, we propose to improve effectiveness and
efficiency for ranking by probabilistic box embeddings. First, we
utilize the box embeddings to better represent queries and items in
ranking tasks, and propose to use the volume of the overlapping
box between the query and item as a similarity measure. We further
prove that this similarity measure is in fact a kernel function which
can be adopted in other kernel-based methods. Second, we incor-
porate two efficient-oriented constraints in the training process of
box embeddings. These two constraints will encourage the learned
box representations of the irrelevant items to be disjoint with the
representation of the query. Third, after obtaining the learned box
embeddings, we propose a box embedding-based indexing method,
which can filter irrelevant items and reduce the visiting times with-
out sacrificing the retrieval accuracy. We conduct experiments on
real-world datasets of both passage ranking and recommendation
tasks. Experimental results show that the proposed method can
outperform existing vector embedding-based approaches in both
effectiveness and efficiency.

2 RELATEDWORK
In passage retrieval tasks, conventional algorithms such as BM25
[31] utilize the features from exact keyword matching, which can
lead to the vocabulary mismatch problem if there exist different
terms sharing the same meaning. Dense Retrieval model represents
queries and items as vector embeddings during the online stage,
and builds the document index during the offline stage. For the
training process in the online stage, negative sampling methods are
used to train dense retrieval models. Huang et al. [15] randomly
samples negative documents from the whole corpus. Karpukhin
et al. [21] adopts In-Batch negatives, which use other queries’ pos-
itive documents in the same mini-batch as negatives. Gao et al.
[11], Karpukhin et al. [21] utilizes top-retrieval documents from
BM25 model as hard negatives. Xiong et al. [38] retrieve the top
documents as hard negatives by using a warm-up dense retrieval
model, and during training they refresh the document index to
update the hard negatives, which are inferred by the current pa-
rameters of the model. Zhan et al. [40] proposes to consider both
hard negatives and random negatives, which can better optimize
for the ranking metrics. For the indexing process in the offline stage,
ANNS (Approximate Nearest Neighbor Search) algorithms [12, 17]
are utilized to build document index as pre-computed form, which
can efficiently retrieve the approximate top 𝐾 items given a query.

In recommendation tasks, two-tower architectures based on deep
neural networks have been widely adopted in industrial recom-
mender systems to capture personalized information [14, 16, 20].
After obtaining the learned vector embedding of user preferences
and item features, the index can be constructed and the inner prod-
uct is utilized to perform efficient searching. Huang et al. [16] learns
the relevance based on the inner product between user features
and item features. Hidasi et al. [14] applies GRU network to model
the user interaction sequence. Kang and McAuley [20] adopts the
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self-attention mechanism to better capture the users’ dynamic in-
terests.

Recently, probabilistic box embeddings [6, 23, 33, 36] are pro-
posed to model objects by high dimensional axis-aligned hyper-
rectangles. While box embeddings have a good representation ca-
pacity, especially for transitive relations, it is difficult to optimize
the box embeddings with the standard gradient descent approach.
To improve the optimization of box embeddings, Li et al. [23] use
Gaussian convolution to smooth the edges and thus avoid the zero
gradient problem. Dasgupta et al. [6] utilizes Gumbel distribution to
alleviate the problems of local identifiability. Motivated by the box
embeddings, real-world applications, such as knowledge graphs
[30], recommendation [26, 41], have been proposed. Ren et al. [30]
adopt box embeddings for logical reasoning in knowledge graphs,
and encode queries and entities as boxes. For the recommendation
task Zhang et al. [41] proposes to represent the user as a multi-
dimensional hypercuboid, the edges of the hypercuboid is used to
describe the ranges of preferences, which enhance the representa-
tion capacity in capturing the diversity of preferences. Mei et al.
[26] propose to embed users and items as high dimensional latent
space, in which hypercuboid representation is a simplified variant.

3 BACKGROUND
In this section, we give a brief introduction of vector embeddings
and probabilistic box embeddings.

3.1 Vector Embeddings
In the general settings of vector embedding, given 𝑛 arbitrary ob-
jects 𝑋1, 𝑋2, ..., 𝑋𝑛 , they are embedded as 𝑑-dimensional vectors
𝒀1, 𝒀2, ..., 𝒀𝒏 in space. When optimizing the vector embedding-
based models, we require the pairwise distances | |𝒀𝒊 − 𝒀𝒋 | |2 or

the inner product (or cosine similarity 𝒀𝑇
𝒊 𝒀𝒋

| |𝒀𝒊 | | | |𝒀𝒋 | | ) 𝒀
𝑇
𝒊 𝒀𝒋 to be ap-

proximately equal to the ground truth distances 𝑑𝑋
(
𝑋𝑖 , 𝑋 𝑗

)
or the

similarity 𝑠𝑖𝑚𝑋 (𝑋𝑖 , 𝑋 𝑗 ) between𝑋𝑖 and𝑋 𝑗 , respectively. After train-
ing the vector embedding model (i.e. a mapping function from 𝑋𝑖

to 𝒀𝒊 ), we can use the distances | |𝒀𝒊 − 𝒀𝒋 | |2 or inner products 𝒀𝑇𝒊 𝒀𝒋
between vector embeddings to model the similarity relation of be-
tween the objects𝑋𝑖 and𝑌𝑖 , and then build the index based on these
learned vector embeddings.

3.2 Probabilistic Box Embeddings
3.2.1 Notion. In probabilistic box embeddings, given an object
𝑋 , an 𝑑-dimensional axis-aligned hyper-rectangle (or box) is used
to represent it, in which the parameters contain two vectors that
correspond to the lower and upper boundaries of the box in 𝑑
dimensions.

𝑏𝑜𝑥 (𝑋 ) =
〈[
𝑋 𝑙1, 𝑋

𝑢
1

]
, ...,

[
𝑋 𝑙
𝑑
, 𝑋𝑢
𝑑

]〉
(1)

After associating the object 𝑋 with a 𝑑-dimensional box, 𝑏𝑜𝑥 (𝑋 ),
the interval lengths of the 𝑑-dimensional boundaries are utilized to
compute the volume of 𝑏𝑜𝑥 (𝑋 ),

𝑉 (𝑏𝑜𝑥 (𝑋 )) =
𝑑∏
𝑘=1

(
𝑋𝑢
𝑘
− 𝑋 𝑙

𝑘

)
(2)

Furthermore, given the box representations 𝑏𝑜𝑥 (𝐴) and 𝑏𝑜𝑥 (𝐵)
of any two objects 𝐴 and 𝐵, we can obtain the overlapping region,
a 𝑑-dimensional box, 𝑏𝑜𝑥 (𝐴 ∧ 𝐵). Similarly, the lower and upper
boundaries of 𝑏𝑜𝑥 (𝐴 ∧ 𝐵) can be calculated by:

𝑏𝑜𝑥 (𝐴) ∧ 𝑏𝑜𝑥 (𝐵) = 𝑏𝑜𝑥 (𝐴 ∧ 𝐵) =
= ⟨𝐴1 ∧ 𝐵1, ..., 𝐴𝑑 ∧ 𝐵𝑑 ⟩

(3)

Specifically,𝐴𝑘 ∧𝐵𝑘 =

[
max

(
𝐴𝑙
𝑘
, 𝐵𝑙
𝑘

)
,min

(
𝐴𝑢
𝑘
, 𝐵𝑢
𝑘

)]
are the lower

and upper boundaries of 𝑏𝑜𝑥 (𝐴 ∧ 𝐵) for dimension 𝑘 . If two boxes
are disjoint, it means there always exist at least one dimension 𝑗
such that max

(
𝐴𝑙
𝑗
, 𝐵𝑙
𝑗

)
> min

(
𝐴𝑢
𝑗
, 𝐵𝑢
𝑗

)
.

3.2.2 Overlapping Volume. Based on the boundaries of the over-
lapping region 𝑏𝑜𝑥 (𝐴 ∧ 𝐵), we can also calculate the its volume.
Noticing that𝑚𝑖𝑛(𝐴𝑢

𝑗
, 𝐵𝑢
𝑗
) can be smaller than𝑚𝑎𝑥 (𝐴𝑙

𝑗
, 𝐵𝑙
𝑗
) but the

volume of overlapping box should be non-negative. Therefore, we
use the following formula to compute the volume of 𝑏𝑜𝑥 (𝐴 ∧ 𝐵):

𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) =
𝑑∏
𝑘=1

max (0, |𝐴𝑘 ∧ 𝐵𝑘 |) =

𝑑∏
𝑘=1

max
(
0,min

(
𝐴𝑢
𝑘
, 𝐵𝑢
𝑘

)
−max

(
𝐴𝑙
𝑘
, 𝐵𝑙
𝑘

)) (4)

Where |·| refers to the interval length in single dimension. We adopt
the overlapping volume to model the relation between the object 𝐴
and 𝐵. Specially, we prove the property of such overlapping volume
by the following theorem, and the details are given in Appendix A.
Theorem 1. The overlapping volume function 𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) is
a kernel function.

3.2.3 Learning Box Embeddings. It is challenging to directly
optimize the above vanilla box embeddings because, when two
boxes are disjoint, it would be difficult to make them overlap with
each other by a gradient-based training method (i.e. the gradients
with respect to this training pair would be zero.). Dasgupta et al.
[6] introduce a random latent variable approach GumbelBox to
overcome these problems, it models the box embedding parame-
ters based on the assumption of independent Gumbel distribution,
which allows all parameters to involve the gradient updating in
different training situations.

In GumbelBox, based on the lower and upper boundaries of
𝑏𝑜𝑥 (𝐴) and 𝑏𝑜𝑥 (𝐵), Gumbel distributions are utilized to gener-
ate the lower and upper boundaries ⟨𝐴1 ∧ 𝐵1, ..., 𝐴𝑑 ∧ 𝐵𝑑 ⟩ of the
overlapping box 𝑏𝑜𝑥 (𝐴 ∧ 𝐵).

𝑓 (𝑥 ; `, 𝛽) = 1
𝛽
exp

(
−𝑥 − `

𝛽
− 𝑒−

𝑥−`
𝛽

)
(5)

Where 𝛽 is the temperature parameter of Gumbel distribution. For
any dimension 𝑘 , 𝐴𝑘 ∧ 𝐵𝑘 = [min (𝐴𝑘 ∧ 𝐵𝑘 ) ,max (𝐴𝑘 ∧ 𝐵𝑘 )] is
given by:

min (𝐴𝑘 ∧ 𝐵𝑘 ) ∼ 𝐺𝑢𝑚𝑏𝑒𝑙
(
−𝛽𝑙𝑛

(
𝑒
−

𝐴𝑙
𝑘
𝛽 + 𝑒−

𝐵𝑙
𝑘
𝛽

)
, 𝛽

)
(6)

max (𝐴𝑘 ∧ 𝐵𝑘 ) ∼ 𝐺𝑢𝑚𝑏𝑒𝑙
(
𝛽𝑙𝑛

(
𝑒

𝐴𝑢
𝑘
𝛽 + 𝑒

𝐵𝑢
𝑘
𝛽

)
, 𝛽

)
(7)
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Through calculating the expected volumes of overlapping box
𝑏𝑜𝑥 (𝐴 ∧ 𝐵), the expected 𝐴𝑘 ∧ 𝐵𝑘 can be obtained, and serve as
the final estimation of 𝐴𝑘 ∧ 𝐵𝑘 ,

`−
𝑘
:= 𝐸 (min (𝐴𝑘 ∧ 𝐵𝑘 )) = −𝛽𝐿𝑜𝑔𝑆𝑢𝑚𝐸𝑥𝑝

(
−
𝐴𝑙
𝑘

𝛽
,−
𝐵𝑙
𝑘

𝛽

)
(8)

`+
𝑘
:= 𝐸 (max (𝐴𝑘 ∧ 𝐵𝑘 )) = 𝛽𝐿𝑜𝑔𝑆𝑢𝑚𝐸𝑥𝑝

(
𝐴𝑢
𝑘

𝛽
,
𝐵𝑢
𝑘

𝛽

)
(9)

𝑉𝑔 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) := 𝐸 (𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)))

=
∏
𝑘

𝛽 log

(
1 + exp

(
`+
𝑘
− `−

𝑘

𝛽
− 2𝛾

))
(10)

Where 𝛾 is the Euler-Mascheroni constant.

4 LEARNING
In this section, we first give the formulation of how to represent
queries and items as box embeddings and how to compute the
ranking score with the box representations. Then we introduce
how to train the box embeddings in ranking tasks. Specifically,
we introduce two the additional constraints in the loss function,
which can enhance the model to better distinguish the relevant and
irrelevant items and benefit the online retrieval efficiency.

4.1 Formulation
For a set of queries𝑄 and a set of items 𝐼 , each query 𝑞 ∈ 𝑄 usually
have a relevant item subset 𝐼𝑞 ∈ 𝐼 (|𝐼𝑞 | is usually much smaller than
|𝐼 |). Given a query 𝑞 ∈ 𝑄 or an item 𝑖 ∈ 𝐼 , we can represent them
as 𝑑-dimensional axis-aligned hyper-rectangles (or boxes) 𝑏𝑜𝑥 (𝑞)
and 𝑏𝑜𝑥 (𝑖).

𝑏𝑜𝑥 (𝑞) =
〈[
𝑞𝑙1, 𝑞

𝑢
1

]
, ...,

[
𝑞𝑙
𝑑
, 𝑞𝑢
𝑑

]〉
(11)

𝑏𝑜𝑥 (𝑖) =
〈[
𝑖𝑙1, 𝑖

𝑢
1

]
, ...,

[
𝑖𝑙
𝑑
, 𝑖𝑢
𝑑

]〉
(12)

Using the Gumbel distribution-based overlapping volume measure
𝑉𝑔 (𝑏𝑜𝑥 (𝑞 ∧ 𝑖)) given in Eqn. (10) between 𝑏𝑜𝑥 (𝑞) and 𝑏𝑜𝑥 (𝑖), we
can model the relevance between query 𝑞 and item 𝑖 .

4.2 Training for Ranking
4.2.1 Ranking Loss. For the ranking tasks, given a query 𝑞 ∈ 𝑄 ,
the goal is optimizing model to rank the positive items 𝑖+𝑞 higher
than the negative items 𝑖−𝑞 , which are produced by the sampling
strategy. Let 𝑓 (𝑞, 𝑖) be the relevance score between query 𝑞 and
item 𝑖 predicted by the model, which equals to 𝑉𝑔 (𝑏𝑜𝑥 (𝑞 ∧ 𝑖))
mentioned above. We adopt the pairwise ranking loss as the opti-
mization objective, which is defined as:

𝐿𝑟 = log
(
1 + exp𝑓

(
𝑞,𝑖−𝑞

)
−𝑓

(
𝑞,𝑖+𝑞

) )
(13)

4.2.2 Volume Regularization. In box embeddings, the volume
of boxes can reflect the magnitude of the diversity and uncertainty
of the queries and items. We introduce this regularization measure
by penalizing the volumes of boxes when they become greater than

a fixed value, which can give a reasonable bound for the measure
of uncertainty.

𝐿𝑣 =
∑︁
𝑞

1[𝑉𝑔 (𝑏𝑜𝑥 (𝑞))>𝜏]𝑉𝑔 (𝑏𝑜𝑥 (𝑞))

+
∑︁

𝑖∈
{
𝑖+𝑞

}
∪
{
𝑖−𝑞

} 1[𝑉𝑔 (𝑏𝑜𝑥 (𝑖))>𝜏]𝑉𝑔 (𝑏𝑜𝑥 (𝑖)) (14)

4.3 Overlapping Constraints for More Efficient
Indexing and Retrieval

Through box representations we can easily judge whether query
box 𝑏𝑜𝑥 (𝑞) and item box 𝑏𝑜𝑥 (𝑖) have a non-empty overlapping
region. If two boxes are disjoint with each other, (i.e. there exist
at least one dimension 𝑗 such that

��𝑞 𝑗 ∧ 𝑖 𝑗 �� < 0.), the overlapping
volume 𝑉 (𝑏𝑜𝑥 (𝑞 ∧ 𝑖)) must be zero, indicating that the item is
irrelevant to the query. Therefore, we can leverage this property to
safely filter irrelevant items, which can reduce the visiting times on
the whole set of items, and thus, improve the searching efficiency.

If most of the irrelevant boxes are indeed disjoint, then we can
get a large improvement in efficiency via this filtering strategy.
Therefore, we introduce two constraints to enable the model to bet-
ter distinguish the positive items 𝑖+𝑞 and negative items 𝑖−𝑞 , and most

importantly, make 𝑏𝑜𝑥 (𝑞) and 𝑏𝑜𝑥
(
𝑖−𝑞

)
more likely to be disjoint

with each other. In detail, given the lower and upper boundaries of
𝑏𝑜𝑥

(
𝑞 ∧ 𝑖+𝑞

)
and 𝑏𝑜𝑥

(
𝑞 ∧ 𝑖−𝑞

)
,

𝑏𝑜𝑥

(
𝑞 ∧ 𝑖+𝑞

)
=

〈
𝑞1 ∧

(
𝑖+𝑞

)
1
, ..., 𝑞𝑑 ∧

(
𝑖+𝑞

)
𝑑

〉
(15)

𝑏𝑜𝑥

(
𝑞 ∧ 𝑖−𝑞

)
=

〈
𝑞1 ∧

(
𝑖−𝑞

)
1
, ..., 𝑞𝑑 ∧

(
𝑖−𝑞

)
𝑑

〉
(16)

We find theminimumof interval lengths of𝑏𝑜𝑥
(
𝑞 ∧ 𝑖+𝑞

)
and𝑏𝑜𝑥

(
𝑞 ∧ 𝑖−𝑞

)
.

min𝑏𝑜𝑥
(
𝑞 ∧ 𝑖+𝑞

)
= min

𝑘

���𝑞𝑘 ∧ (
𝑖+𝑞

)
𝑘

��� (17)

min𝑏𝑜𝑥
(
𝑞 ∧ 𝑖−𝑞

)
= min

𝑘

���𝑞𝑘 ∧ (
𝑖−𝑞

)
𝑘

��� (18)

Noted that whether such minimum interval lengths are positive
implies whether two boxes overlap with each other. Therefore, we
require min𝑏𝑜𝑥

(
𝑞 ∧ 𝑖+𝑞

)
> 0 and min𝑏𝑜𝑥

(
𝑞 ∧ 𝑖−𝑞

)
< 0, which can

help the model to better distinguish the negative items from the
positive ones based on the disjointness of box representations. The
two overlapping constraints are formalized as below,

𝐿𝑐 = max
(
0, 𝛿 −min𝑏𝑜𝑥

(
𝑞 ∧ 𝑖+𝑞

))
+max

(
0, 𝛿 +min𝑏𝑜𝑥

(
𝑞 ∧ 𝑖−𝑞

)) (19)

Where 𝛿 is the margin value of the constraints. Combining the
ranking loss, volume regularization, and overlapping constraints,
the final training loss are given by,

𝐿 = 𝐿𝑟 + _𝑣𝐿𝑣 + _𝑐𝐿𝑐 (20)

Where _𝑣 and _𝑐 correspond to the weights of loss 𝐿𝑣 and 𝐿𝑐 ,
respectively.
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Figure 2: Values of probability p on different |𝐼𝑞 |
|𝐼 | and dimen-

sion d.

5 INDEXING AND SEARCHING METHODS
In this section, we first analyze how to design an efficient indexing
and searching methods based on the learned box embeddings. Then
we introduce the details of index building and search algorithm
(Algorithm 1).

5.1 Analysis
After the training stages, we can obtain the learned box embed-
dings of every query 𝑞 ∈ 𝑄 and item 𝑖 ∈ 𝐼 through the model
inference. Theoretically, under the assumption of independent ran-
dom distribution, query box 𝑏𝑜𝑥 (𝑞) have the average probability
𝑝 to overlap with each item box 𝑏𝑜𝑥 (𝑖) in each dimension (i.e. the
average probability 1 − 𝑝 to disjoint). Through the joint filtering of
all 𝑑 dimension, the expected size of the remaining relevant item
set 𝐼𝑞 follows this equation:

|𝐼 |𝑝𝑑 = |𝐼𝑞 | ⇔ 𝑝 =

( |𝐼𝑞 |
|𝐼 |

) 1
𝑑

(21)

In practice, as shown in Figure 2, the embedding size in learning
process usually make 𝑝 close to 1, which means that in single dimen-
sion, the items disjoint with the query are the minority. Inspired
by this finding, we can obtain the relevant items by filtering the
irrelevant items in each dimension.

5.2 Building Indexing
As mentioned above, the box representations of irrelevant items are
usually disjoint with query box 𝑏𝑜𝑥 (𝑞) on at least one dimension.
As shown in Figure 3, for a single dimension 𝑗 , one of the following
situations happens,

• The lower bound 𝑞𝑙
𝑗
of query box 𝑏𝑜𝑥 (𝑞) is larger than the

upper bound 𝑖𝑢
𝑗
of item box 𝑏𝑜𝑥 (𝑖).

• The upper bound 𝑞𝑢
𝑗
of query box 𝑏𝑜𝑥 (𝑞) is smaller than the

lower bound 𝑖𝑙
𝑗
of item box 𝑏𝑜𝑥 (𝑖).

As shown in the step 1 of Algorithm 1, for item set 𝐼 and each
dimension 𝑗 , we sort the items in 𝐼 based on the lower and upper

Figure 3: The situations of disjointedness in single dimen-
sion.

boundaries of box representation respectively. The sorted item sets
[𝐼 ]𝑙𝑗 and [𝐼 ]𝑢𝑗 are given as,

[𝐼 ]𝑙𝑗 =
{
𝑖𝑙𝑗,1, ..., 𝑖

𝑙
𝑗, |𝐼 |

}
(22)

[𝐼 ]𝑢𝑗 =
{
𝑖𝑢𝑗,1, ..., 𝑖

𝑢
𝑗, |𝐼 |

}
(23)

The sorted lower and upper bounds are formalized as below,

[𝑏𝑜𝑥 (𝐼 )]𝑙𝑗 =
{(
𝑖𝑙𝑗,1

)𝑙
𝑗
, ...,

(
𝑖𝑙
𝑗, |𝐼 |

)𝑙
𝑗

}
(24)

[𝑏𝑜𝑥 (𝐼 )]𝑢𝑗 =
{(
𝑖𝑢𝑗,1

)𝑢
𝑗
, ...,

(
𝑖𝑢
𝑗, |𝐼 |

)𝑢
𝑗

}
(25)

In our model, these sorted sets are used to serve as box embedding-
based index.
Time Complexity. By adopting the classical sorting algorithm
on 𝑑 dimension box embeddings of |𝐼 | items, the time cost can be
inferred as 𝑂 (𝑑 |𝐼 | log |𝐼 |).

5.3 Searching Relevant Items
As shown in the step 2-3 of Algorithm 1, given the query box
𝑏𝑜𝑥 (𝑞), we initialize a bitarray 𝐵, which are valued by 1 and have a
length of |𝐼 |. Bitarray 𝐵 is utilized to mark whether the item box of
𝑖 ∈ 𝐼 overlaps with 𝑏𝑜𝑥 (𝑞). 𝐵 [𝑖] = 1 indicates that item 𝑖 overlaps
with 𝑞 and otherwise 𝐵 [𝑖] = 0.

5.3.1 Binary search. For each dimension 𝑗 , the lower bound 𝑞𝑙
𝑗

and upper bound 𝑞𝑢
𝑗
of the query box are used as the key in the

binary search on the sorted upper bounds [𝑏𝑜𝑥 (𝐼 )]𝑢𝑗 and lower
bound [𝑏𝑜𝑥 (𝐼 )]𝑙𝑗 of the item sets 𝐼 , respectively, which will return
two position indexes 𝑒+ and 𝑒− to filter the irrelevant items before
𝑒+ and after 𝑒−. We can formalize the filtered irrelevant item set
𝐼
𝑞−
𝑗

as below,

𝐼
𝑞−
𝑗

=

{
𝑖𝑢𝑗,1, ..., 𝑖

𝑢
𝑗,𝑒+

}
∪

{
𝑖𝑙𝑗,𝑒− , ..., 𝑖

𝑙
𝑗, |𝐼 |

}
(26)

Time Complexity. The general binary search algorithm on 𝑑
dimension box embeddings of |𝐼 | sorted items requires the time
cost 𝑂 (𝑑 log |𝐼 |).

5.3.2 Bit-level Operation. After the binary search on all 𝑑 di-
mension, the final irrelevant item set are remained as,

𝐼𝑞− =

{
𝐼
𝑞−
𝑗

}
, 𝑗 = 1, ..., 𝑑 (27)

As shown in the step 4-5 of Algorithm 1, for each irrelevant item in
𝐼𝑟𝑟𝑞 , we check the value of corresponding position in the bitarray
𝐵, and update the value to 0 if the current value are 1. Then we can
visit the whole bitarray 𝐵 to return the relevant items 𝐼𝑞 , which has
the value 1.

𝐼𝑞+ =
{
𝑖 | 𝐵 [𝑖] = 0,∀𝑖 ∈ 𝑁 𝑖 < |𝐼 |

}
(28)
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Time Complexity. The time cost contains three parts:

• Checking operation: The time cost is decided by the expected
size of 𝐼𝑟𝑟𝑞 , which will spend,

𝑂 (𝑑 |𝐼 | (1 − 𝑝)) ⇔ 𝑂

(
𝑑 |𝐼 |

(
1 −

( |𝐼𝑞 |
|𝐼 |

) 1
𝑑

))
(29)

• Updating operation: The repeated updating are not needed,
and the time cost depends on the size of irrelevant item set,
which spend 𝑂

(
|𝐼 | − |𝐼𝑞 |

)
.

• Visiting operation: Visiting the |𝐼 |-length bitarray 𝐵 and
finding the position with value 1 will cost 𝑂 ( |𝐼 |).

Note that such operations are all bit operations, and can be pro-
cessed very fast in practice.

5.4 Calculating Scores of Relevant Items
As shown in the step 6 of Algorithm 1, after returning the relevant
item set 𝐼𝑞 , we can infer the scores 𝑓 (𝑞, 𝑖) through inputing the
query box 𝑏𝑜𝑥 (𝑞) and each item box 𝑏𝑜𝑥 (𝑖) , 𝑖 ∈ 𝐼𝑞 to our model.
The final ranking list are produced according to the scores.
Time Complexity. The above calculation on 𝑑 dimension box
embeddings of a query and |𝐼𝑞 | relevant items requires 𝑂

(
𝑑 |𝐼𝑞 |

)
time .

5.5 Discussion
We also considered using the spatial index methods that support
range query (e.g. R-tree [13], R*-tree [2], X-tree [3], and Priority
R-tree [1]) for this problem. These methods can find the geom-
etry objects efficiently and achieve a sublinear time complexity.
However, existing spatial index usually suffer from the curse of
dimensionality and the searching efficiency can drop to 𝑂 (𝑑 |𝐼 |)
with the increase of dimension (𝑑 > 10). Such problems limit the
application of high dimensional spatial index, so we don’t adopt
the spatial index as the indexing methods of box embeddings.

6 EXPERIMENTS
We conduct experiments on the two tasks of document ranking,
recommendation to demonstrate the improvement in both effec-
tiveness and efficiency.

6.1 Passage Retrieval
6.1.1 Datasets and Metrics. We adopt the corpus of the passage
retrieval task in TREC 2019 Deep Learning (DL) Track [4], which
contains 8,841,823 passages, 502,939 training queries, and 6,980 test
queries. For effectiveness, we use the widely-used metrics MRR@10
and Recall@100 to evaluate the top-ranking performance. For effi-
ciency, we report the ratios of remained items

|𝐼𝑞+ |
|𝐼 | , and the average

latency of the searching process.

6.1.2 Baselines.
Sparse Retrieval & Cascade IR. We report several important
results according to the TREC [4], the leaderboard on MSMARCO
dataset [10, 27] and cascade systems: BM25 (classic traditional re-
trieval method) [39], DeepCT (BERT weighted BM25) [5], the best
BERT model [29], which use BM25 as the first-stage retriever.

Algorithm 1 Indexing and searching methods based on box em-
beddings.
Input: |𝐼 |-length bitarray 𝐵 with initial value 1, 𝑑-dimensional

lower and upper boundaries of all |𝐼 | item boxes and a query
box of 𝑞.

Output: The scores of |𝐼𝑞 | relevant items.
1: Sort the lower and upper boundaries of all |𝐼 | item boxes.
2: Search the irrelevant items of query 𝑞 on each dimension, based

on the sorted boundaries of |𝐼 | item boxes.
3: Merge the irrelevant items of query 𝑞 on all 𝑑 dimension.
4: Check and update the 1-value in bitarray 𝐵 to 0, according to

the index of the merged irrelevant items.
5: Visit bitarray 𝐵 to find the |𝐼𝑞 | relevant items valued by 1.
6: Compute the scores of the |𝐼𝑞 | relevant items.

Dense Retrieval. There are several baselines of dense retrieval,
which the difference between them mainly lie in the negative sam-
pling strategy of training.

• Random negative sampling: Rand Neg [15] randomly sam-
ples negatives from the entire corpus, In-Batch Neg [21]
utilize other queries’ relevant documents in the same mini-
batch as negative documents to extend the training data.

• Static hard negative sampling: BM25 Neg [11] uses the BM25
top-retrieved results as the negative documents, ANCE [38]
refreshes the document index and retrieves the static hard
negatives under the parameters of current model.

• Hybrid negative sampling: STAR [40] utilizes both random
sampling negatives and the static hard negatives to train
model, and reuses the document embeddings in the same
batch.

6.1.3 Implementation Details. Following the settings in [40],
all dense retrieval models adopt the RoBERTabase [24] model as
the encoder of queries and documents. The inner product is used
to calculate the relevance score, and we adopt the Faiss [19] to
perform the efficient searching. We build the index of the accurate
inner product (IndexFlatIP), and process the exact search to find
the nearest vectors, which is aligned with the exact search in our
methods that find the overlapped boxes. The top-200 documents
are used as the hard negatives. More details have been elaborated
in [40].

For box retrieval model, we adopt the same training settings as
STAR, except utilizing two feed-forward neural networks tomap the
768-dimensional dense vectors to 384-dimensional minimum and
maximum coordinates of the box embeddings. We compute the rele-
vance score based on box representations. We test the 𝛽 in Gumbel-
Box ∈ [0.001, 0.01, 0.1, 1], _𝑣 weight of loss 𝐿𝑣 ∈ [0.001, 0.01, 0.1, 1],
and _𝑐 weight of loss 𝐿𝑐 ∈ [0.01, 0.1, 1], margin value _ = 1. Af-
ter obtaining the learned box embeddings, we build the index and
search the relevant documents as mentioned above.

We use Numba 1 to parallelize our searching process on different
dimensions, and calculate the scores of the relevant documents by
Pytorch. In practice, Numba has no bit-level data type, we adopt the
Numba’s smallest data type np.bool (size = np.int8). As the major

1http://numba.pydata.org/
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Table 1: Metrics of all baselines on MSMARCO Dev Passage. We use paired t-test with p-value threshold of 0.05 on the test
dataset. ∗ (or #) indicates significant difference between baselines and Box+STAR (or Box+STAR+Constraint).

Models MRR@10 Recall@100 Latency (ms/Per Query) ratios |𝐼𝑞 |
|𝐼 | (%)

Sparse Retrieval & Cascade IR - -
BM25 0.187∗# 0.670∗# 36 -

Best TREC Trad Retrieval 0.240∗# - - -
Best DeepCT 0.243∗# 0.760∗# - -
BERT Reranker 0.365∗# - - -
Dense Retrieval 293
In-Batch Neg 0.264∗# 0.837∗# - -
Rand Neg 0.301∗# 0.853∗# - -
BM25 Neg 0.309∗# 0.813∗# - -
ANCE 0.338 0.862 - -
STAR 0.340 0.867 - -

Box Retrieval - -
Box + STAR 0.3407 (+0.2%) 0.859 (-0.9%) 2783 40.27

Box + STAR + Constraint 0.3418 (+0.59%) 0.856 (-1.27%) 137 0.93

bottleneck of retrieval lies in the memory access step, we believe
that much more improvement on efficiency can be brought if we
use the 8 times smaller bit-level data type to process the searching
step.

Noticing that in the test step, all the calculation are processed
on the CPU.

6.1.4 Results and Analysis. Experimental results are given in
Table 1.
Effectiveness. We can see that under the same negative sampling
methods STAR, box embedding-based models achieve better rank-
ing performance than all the vector embedding-based models, indi-
cating that the box embedding models have a good representation
ability to capture semantic diversity and uncertainty in document
ranking tasks. We also observe a little drop in the Recall@100 mea-
sure. This is because that our box embedding model may filter some
false negative documents in searching stage and lead to a drop in
recall.
Efficiency.We can observe that compared with the dense retrieval
models, we achieve the better average retrieval latency, because we
can filter a large proportion of irrelevant documents (> 99%) with
fast bit-level operations. It demonstrate efficiency of the proposed
box embedding-based indexing methods.
Ablation Study. We investigate the effect of the overlapping con-
straints on filtering the irrelevant documents and improving the
ranking performance. From the results we can see that , without
the constraints, a substantial proportion of the documents (about
40%) will not be filtered out by the indexing and searching algo-
rithm, which results in a unacceptable retrieval latency ( 2.783s
per query). We also note that the constraints slightly improve the
ranking performance (from a MRR@10 of 0.3407 to 0.3418). This is
because the constraints can help the model better distinguish the
positive and negative documents.

6.2 Recommendation
6.2.1 Datasets and Metrics. We experiment with two publicly
available datasets: MovieLens-1M, andAmazon books. The statistics

of the two datasets are summarized in Table 1. For effectiveness, we
we report the NDCG@10, and Hit@10 of the top-retrieved results
on both the 100 random sampled negative items and the full item
set. For efficiency, we report the ratios of remained items

|𝐼𝑞+ |
|𝐼 | , and

the average latency of the recommendation process.

Table 2: Statistics of datasets in recommendation task.

Dataset #User #Item #Interaction
MovieLens-1M 6,040 3,706 1,000,209
Amazon Books 351,356 393,801 6,271,511

6.2.2 Baselines. We compare our box embedding model with the
following three representative two-tower models.

• DSSM [16] employs vector embeddings to represent users
and items. The relevance score is calculated based on the
inner product between the user vector and the item vector.

• GRU4REC [14] applies GRU network to model user interac-
tion sequence for session-based recommendation.

• SASREC [20] is a self-attention based sequential recommen-
dation model, which uses the multi-head attention mecha-
nism to recommend the next item.

6.2.3 Implementation Details. We implement the baselines and
our model using the Recbole [42], a python package that contains
many advanced recommended models. We follow the training set-
tings in [42] including the automatic parameter fine-tuning. For pre-
processing, we filter the two datasets that retained only users with
at least 20 interactions. For training the vector embedding-based
model, we encode the features of users and items to 128-dimensional
vectors. We adopt the Faiss to perform the efficient searching, and
build the index of the accurate inner product (IndexFlatIP). More
details have been demonstrated in [42].

For box embedding-based model, we utilize two feed-forward
neural networks tomap the 128-dimensional vectors to 128-dimensional
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Table 3: Metrics of all baselines on MovieLens by testing random 100 negative items and full items. We use paired t-test
with p-value threshold of 0.05 on the test dataset. +, * and # indicate significant difference over DSSM, GRU4Rec and SASrec,
respectively.

Models random 100 full
NDCG@10 Hit@10 NDCG@10 Hit@10 Latency (ms) ratios |𝐼𝑞 |

|𝐼 | (%)
Vector Framework 0.24

DSSM 0.2238 0.4142 0.0203 0.0441 - -
GRU4Rec 0.5147 0.7760 0.0989 0.1972 - -
SASrec 0.5347 0.7887 0.1018 0.2005 - -

Box Framework
Box + DSSM + Constraint 0.3652+ (+63.2%) 0.6368+ (+53.7%) 0.0374+ (+84.2%) 0.0709+ (+60.8%) 0.19 5.3

Box + GRU4rec + Constraint 0.5377∗ (+4.7%) 0.7835∗ (+1.0%) 0.1072∗ (+8.4%) 0.2116∗ (+7.3%) 0.15 4.5
Box + SASRec + Constraint 0.5438# (+2.6%) 0.7960# (+0.9%) 0.1094# (+7.5%) 0.2139# (+6.7%) 0.21 5.6

Table 4: Metrics of all baselines on Amazon Books by testing random 100 negative items and full items. We use paired t-test
with p-value threshold of 0.05 on the test dataset. +, * and # indicate significant difference over DSSM, GRU4Rec and SASrec,
respectively.

Models random 100 full
NDCG@10 Hit@10 NDCG@10 Hit@10 Latency (ms) ratios |𝐼𝑞 |

|𝐼 | (%)
Vector Framework 2.6

DSSM 0.3650 0.4210 0.0032 0.0064 - -
GRU4Rec 0.6095 0.8533 0.0114 0.0302 - -
SASrec 0.6288 0.8707 0.0119 0.0316 - -

Box Framework
Box + DSSM + Constraint 0.4044+ (+10.8%) 0.5332+ (+26.7%) 0.005+ (+56.3%) 0.0075+ (+17.2%) 1.2 3.4

Box + GRU4Rec + Constraint 0.6159∗ (+1.0%) 0.8604∗ (+0.8%) 0.0125∗ (+9.6%) 0.0325∗ (+7.6%) 0.9 2.6
Box + SASRec + Constraint 0.6341# (+0.8%) 0.8797# (+1.0%) 0.0129# (+8.4%) 0.0337# (+6.6%) 1.4 4.9

box embeddings. We compute the relevance score based on box
representations. We test the 𝛽 in GumbelBox ∈ [0.001, 0.01, 0.1, 1],
_𝑣 weight of loss 𝐿𝑣 ∈ [0.001, 0.01, 0.1, 1], and _𝑐 weight of loss 𝐿𝑐
∈ [0.01, 0.1, 1], margin value _ = 1.

We adopt the same testing methods as document ranking tasks.

6.2.4 Results and Analysis. Experimental results are given in
Table 3 and Table 4.
Effectiveness. We can see that under the same baseline models,
box embedding framework can enhance the ranking performance,
demonstrating a superior representation ability of box embed-
dings in recommendation tasks. For simple models like DSSM, our
framework gain more improvement. For the sequential models
GRU4RREC and SASREC, we also observe a consistent improve-
ment in ranking performance. However, as these two models al-
ready achieved a good performance, the relative improvement is
not as large as the improvement over DSSM.
Efficiency.We can observe that comparedwith the three two-tower
models, we achieve the better average latency for single query,
which benefit from the filtering operation in searching step, which
again demonstrate the efficiency of the box embedding models and
the proposed indexing and searching algorithm.

7 CONCLUSION
In this paper, we propose to improve effectiveness and efficiency
for ranking tasks by incorporating the recently proposed proba-
bilistic box embeddings. For effectiveness, the box embeddings can
better represent the semantic diversity and uncertainty. The over-
lapping constraints are introduced to enhance the model to better
distinguish the relevant and irrelevant items. After obtaining the
learning box embeddings, a box embedding-based indexing method
are designed, which can filter irrelevant items and reduce the visit-
ing times without losing the relevance accuracy in top-retrieved
results. We conduct experiments on real-world datasets of ranking
tasks. The experimental results show that the proposed method can
outperform existing vector embedding-based approaches both in
effectiveness and efficiency.
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APPENDIX A
Lemma. The overlapping volume function𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) is a ker-
nel function.

Proof. First we begin with the situation that 𝐾 = 1.

𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) = max
(
min

(
𝐴𝑢1 , 𝐵

𝑢
1
)
−max

(
𝐴𝑙1, 𝐵

𝑙
1

)
, 0

)
(30)

Let 𝜙 (𝑥, 𝑎, 𝑏) be the mapping functions defined as:

𝜙 (𝑥, 𝑎, 𝑏) =
{

1, 𝑖 𝑓 𝑎 ≤ 𝑥 ≤ 𝑏
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (31)

𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) function can associate with the inner product mea-
sure, which is a kernel function:

𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) =
∫ +∞

−∞
𝜙

(
𝑥,𝐴𝑙1, 𝐴

𝑢
1

)
·𝜙

(
𝑥, 𝐵𝑙1, 𝐵

𝑢
1

)
𝑑𝑥 (32)
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Considering that the product of two kernel function is still kernel
function:

(𝐾1 ⊗ 𝐾2)
(
(𝑥1, 𝑥2) ,

(
𝑥
′
1, 𝑥

′
2

))
= 𝐾1

(
𝑥1, 𝑥

′
1

)
· 𝐾2

(
𝑥2, 𝑥

′
2

)
(33)

we can infer that for dimension 𝐾 > 1, 𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) is still
kernel function.

𝑉 (𝑏𝑜𝑥 (𝐴 ∧ 𝐵)) =
𝐾∏
𝑘=1

𝑉 (𝑏𝑜𝑥 (𝐴𝑘 ∧ 𝐵𝑘 )) (34)
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